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Introduction to the Workshop

 

Over the past years, the number of robots that have been deployed in museums, trade shows
and exhibitions has been grown steadily. The exhibition context has emerged as a new ap-
plication domain of autonomous robots. At the same time robots have become a new media
technology for curators, exhibition makers and artists.

This workshop brings together robotics researchers, practitioners and end-users from var-
ious backgrounds to discuss past and ongoing projects, recent developments and visions for
the future. Four spin-off companies which have emerged from this area attend the workshop
(

 

Mobot Inc., GPS Ltd., MRS Automation Ltd., Bluebotics Inc.

 

). Furthermore, we are pleased
to welcome two experienced end-users: Olaf Arndt, who was the artistic director of the 72-
robot exhibition at the Expo 2000 World Exhibition in Hannover, Germany, and Andrea
Niehaus, Director of the Deutsches Museum Bonn, who hosted the early and successful ex-
hibition robot 

 

Rhino

 

 in 1998. The speakers of this workshop unite a seven-year operation
experience with more than 90 robots that traveled several thousand kilometers in exhibi-
tions and interacted with hundred thousands of people.



 

Taxonomy

 

It is interesting to see the variety of exhibition types, tasks and objectives of these projects.
We can structure them according to several criteria: First, there is the exhibition type

 

1

 

• technical museums (

 

Rhino

 

, 

 

Minerva

 

, 

 

Museum of Communication Berlin, Hermes)

 

• natural science museums (

 

Mobot museum robots)

 

• art museums (

 

Kapros)

 

• trade shows (

 

Diligent

 

, 

 

Blacky)

 

• mass exhibitions (

 

Expo 2000

 

, 

 

Expo.02)

 

• museums in general (

 

Tourbot

 

, 

 

Webfair)

 

Each context poses specific technical, financial, artistic or educational problems. In mass
exhibitions, for example, visitor flow, that is, the number of visitors the exhibition can serve
per hour is an issue which is much less important in museums. Second, decisive for the role
of the robot in the exhibition is the exhibition’s message

• robotics-related 

 

(e.g. Expo.02, Hermes)

 

• robotics-external 

 

(e.g. Mobot museum robots, Kapros, Expo 2000)

 

In the latter case, the robot is the medium of this message. Appearance and interaction have
to be designed under this perspective. It might have an educational task and the robot-spe-
cific properties are not the primary concern. In the former case, that is, the robot itself is
part of the message or 

 

is

 

 the message, more playful interaction scenarios can be appropriate.
So far, robots have done the following tasks in exhibitions

• tour-giving 

 

(Rhino, Minerva, Mobot museum robots, Museomobile, Expo.02)

 

• entertainment and animation 

 

(Museum of Communication Berlin, Diligent

 

, 

 

Blacky)

 

• education 

 

(Mobot museum robots, Museum of Communication Berlin)

 

• picture taking 

 

(Expo.02)

 

• tele-presence 

 

(Kapros, Tourbot, Webfair)

 

• interactive art object 

 

(Expo 2000)

 

• demonstrations

 

 (Hermes)

 

The projects further differ in the number of robots

• single-robot events:

 

 (Rhino

 

, 

 

Mobot museum robots, Minerva

 

, 

 

Diligent

 

, 

 

Blacky,
Kapros, Hermes, Museomobil)

 

• multi-robot events: 

 

(Expo 2000 with 72 robots

 

, 

 

Expo.02 with 10 robots,
Museum of Communication Berlin with 3 robots)

 

Finally, the duration of the deployement varies

• several days 

 

(Rhino, Diligent, Blacky)

 

• several weeks 

 

(Minerva, Kapros)

 

• several months 

 

(Expo 2000, Expo.02, Hermes, Museomobil)

 

• several years 

 

(Mobot museum robots, Museum of Communication Berlin)

 

1. The project names refer to the papers in these proceedings (by number in the table of contents): 

 

Blacky

 

 [11], 

 

Diligent

 

[7], 

 

Expo 2000

 

 [15], 

 

Expo.02

 

 [12, 13, 14], 

 

Hermes

 

 [10], 

 

Kapros

 

 [5], 

 

Mobot Museum Robots

 

 [3], 

 

Museum of Commu-
nication Berlin

 

 [2], 

 

Museomobil

 

 [8], 

 

Rhino, Minerva, Tourbot, Webfair

 

 [6].



 

Challenges and Opportunities

 

For the exhibition maker, automous robots are a media technology with new possibilities,
implications and constraints. For the roboticist, robots in exhibition encounter a number of
challenges:

•

 

Difficult, inherently dynamic operating environments.

 

 Exhibitions are by their
nature crowded, highly dynamic, cluttered, and partly uncontrollable. This has
concrete implications on navigation tasks such as collision avoidance, localiza-
tion, global path planning, and multi-robot coordination as well as on interac-
tion and interface design.

•

 

Human-robot interaction is a key technology.

 

 The robot’s interaction modalities
and the way they are employed are crucial for the acceptance and success of an
exhibition robot. The interaction should be at the same time entertaining, effi-
cient, educational, and managable.

•

 

System integration must be addressed completely

 

. Autonomy with respect to
computation, perception, and energy becomes an issue for long-term installa-
tions. Safety of the people in the exhibition, of the environment, and of the robot
itself (vandalism) may have to be respected during the design of the robot.

•

 

The robot has to work (really)

 

. Constant supervision and manual intervention
requires resources and is expensive. High degrees of robustness and reliability
are mandatory at least for long-term events.

On the other hand, installing robots in exhibitions provides opportunities:

•

 

Long-term experiments

 

. Many researchers state a lack of large-scale long-term
experiments in today robotics research. In terms of operating duration, interac-
tion intensity and overall travel distance, exhibitions offer opportunities to vali-
date research results never met in research laboratories.

•

 

Gentle specification profile. 

 

The success metrics of exhibitions is not as severe
as that of industrial products. Suboptimal performance may remain unremarked
or is not considered as a total failure. Technical problems or failures can in some
cases even be a part of the exhibition's message.

•

 

A new field of application for mobile robots.

 

 Successful exhibition events with
robots concretize the vision of robots as an established exhibition technique and
innovative media technology usable for museums, curators, and scenographers.



 

Topics

 

The fourteen papers in these proceedings give a comprehensive overview of the current
state-of-the-art. They discuss

• Enabling technologies for exhibition robots
• Human-robot interaction with individuals and with crowds
• Navigation in highly cluttered and dynamic environment
• Multi-robot coordination and techniques for visitor flow management
• Hardware and safety-related issues for exhibition robots
• Long-term experiments and results
• Robots as a new media technology
• Impact factor from an exhibition maker's point of view: do exhibitions really profit

from robots?
• Economic aspects of exhibition robots
• Educational aspects of exhibition robots

We hope that this workshop stimulates the exchange of know-how and perspectives with-
in and across disciplines. We also invite the attendees to visit the “Robotics” pavilion at the
Swiss National Exposition Expo.02 which takes place at the same time. The project dem-
onstrates on a unique scale many aspects of robots in exhibitions.

We wish you a fruitful and inspiring workshop and a nice stay in Lausanne.

The organizers

Kai Oliver Arras and Wolfram Burgard



Entertainment Robotics: Examples, Key Technologies and Perspectives

Birgit Graf, Oliver Barth

Fraunhofer Institute for Manufacturing Engineering and Automation (IPA)

GPS GmbH

Nobelstr. 12, Stuttgart, Germany

Email: birgit.graf@ipa.fraunhofer.de, ovb@gps-stuttgart.de

Abstract

Based on the successful hardware and software

architecture of Care-O-bot [7] [9], a new generation of

mobile robots has been designed at Fraunhofer Institute

of Manufacturing Engineering and Automation (IPA).

Three robots have been created to communicate with and

to entertain visitors in a museum. Their tasks include

welcoming visitors, leading a guided tour through the

museum or playing with a ball. The robots have been

running in this museum daily since March 25th 2000

without noteworthy problems. In this article the hardware

platform of the robots and the key technologies for

applying mobile robots successfully in public

environments such as navigation and communication

skills, safety concept, and handling are outlined. Further

the underlying control software of the robots is described.

Finally the application of the robots at the ‘Museum für

Kommunikation’ in Berlin is presented and perspectives

for future installations of mobile entertainment robots are

given.

Keywords: Mobile Robots, Museum Robots, Software

Architecture, Navigation, Safety.

1 Hardware Platform

  

Figure 1. Basic platform and “fully dressed”

museum robot

(© Museumsstiftung Post und Kommunikation)

Each vehicle is equipped with two driven wheels

(differential drive) including shaft encoders for motion

tracking. The robots are able to move at a speed of up to

1.2 m/s. Four castor wheels are further used for keeping

the robots upright. A gyroscope is integrated in the robot

platforms to track their current orientations.

A 2D laser scanner is attached to the front of each

robot. The laser scanner is used for self localization,

navigation, and obstacle detection.

Additional safety sensors are a bumper at the bottom of

the robots and several infrared sensors which are

integrated in the bumper facing upwards. These sensors

are used to detect obstacles above the scanning level of

the laser scanner. Activating one of the safety sensors as

well as pressing either of the emergency stop buttons

results in an immediate stop. Besides software restricting

the allowed operation area, a magnetic sensor facing

towards the ground is used as a secondary system to

prevent the robots from leaving their assigned area. This

area is bounded by a magnetic band lowered in the

ground.

Being equipped with several long lasting batteries the

robots are able to move independently for up to ten hours

without interruption. For daily operation the robots can be

recharged over night.

2 Software Architecture

The control software for the mobile robots is based on

the object oriented ‘Realtime Framework’ and the

software library ‘Robotics Toolbox’, both developed at

Fraunhofer IPA. The Robotics Toolbox is an extensive

software library, which – in several independent packages

– contains modules for implementing all necessary

service robot control functions. Furthermore, the use of

rapid prototyping methods is being supported by adequate

simulation and test environments for all modules.

 

Robotics Toolbox 

Design patterns 

 

Realtime Framework 

Operating System 

Locali- 
zation 

Position- 
control 

Sensor- 
control 

Figure 2. Software Architecture

The Realtime Framework [10] supports the software

developer in designing a service robot application. It

Kai Oliver Arras
Proceedings of the IEEE/RSJ IROS 2002
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Lausanne, Switzerland, October 2002



enables simple and fast integration of single Robotics

Toolbox components to an application (Figure 2). The

framework provides the structural integration of threads

and components (automatic initialisation/deinitialisation,

error treatment, etc.). The communication functions of the

framework include mechanisms for highly efficient and

real-time capable local communication as well as

mechanisms for implementation of distributed

communication, e.g. for remote diagnosis. The Realtime

Framework further presents an abstraction layer for

operating system functions and thereby improves the

portability of the control software.

3 Robot Features

 

Environment 
Map 

Laser scan  

Robot 

Wall 
segments 

Ball 

Figure 3. Screenshot of a robot during operation

The following navigation skills have been implemented

and tested on the mobile robot platforms:

3.1 Self Localization

Self localization is based on data gained from the wheel

encoders (position in x and y) and the gyroscope (robot

orientation). However, while using these functions small

errors are unavoidable and sum up over time (e.g. 6

degrees of drift per hour for the gyroscope). Therefore the

robot’s surroundings are modelled in a map (Figure 3). By

comparing segments found in the natural environment of

the robot (e.g. walls, doors), laser scanner data can be

matched to the given map and the robot can correct its

position. Information acquired by this method is merged

with odometric data using a Kalman filter.

3.2 Robot Motion

Three different types of robot motion planning can be

distinguished:

Program controlled navigation: In order to easily

specify motion plans for a mobile robot, the "Mobile

Vehicle Command Language” (MVCL) has been

developed. It allows to write operation programs as

simple ASCII files. Operation programs provide the

possibility to easily synchronize motion, multimedia and

upper axis control commands.

Reactive navigation: In this mode, the current target

position for a robot is constantly recalculated in reaction

to its environment. Selected objects of a given shape can

be detected by the laser scanner (e.g. the ball in Figure 3).

The robot then drives to a computed intercepting position.

Preplanned path: If the robot is supposed to move to a

certain target position, it will plan the shortest path to this

position based on a static map [4].

3.3 Safety concept

One of the most common accidents caused through

industrial robots is a person being hit by the robot [1]. For

stationary robots the responsibility lies partly with the

user – safety measures, as e.g. keeping a certain distance

to the robot, must be obeyed. For mobile robots, however,

all responsibility lies by the vehicle, therefore the major

goal for safe operation should be to prevent a mobile

robot from driving into people or from leaving its

operation area which might lead to additional incidents as

e.g. by a fall down stairs onto people.

For maximum safety a redundant three level safety

system has been implemented on Fraunhofer IPA’s

mobile platforms.

Level one is the laser scanner based collision

detection. Whenever an obstacle is detected in the robot’s

vicinity, the speed of the vehicle is reduced at a degree

depending on the distance to the obstacle. If an obstacle

or a person gets too close to the vehicle, the robot will

stop and wait until the area is clear again.
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Figure 4. Reactive obstacle avoidance using the

“PolarBug” algorithm

The safety module “obstacle detection and

surrounding” (Figure 4) is applied in order to avoid

unnecessary acceleration and deceleration caused by the

collision avoidance. Obstacles detected by the laser

scanner are surrounded in advance. The reactive obstacle

avoidance algorithm PolarBug [2], based on the VisBug

method [6] is being used. This algorithm has been



developed especially for obstacle detection with a laser

scanner, as well as for fast reaction and navigation in

unsteady environments. The major difference to common

obstacle avoidance algorithms is the direct processing of

the laser scanner data (polar coordinates) which enables a

very high efficiency of the algorithm.

Data not only in the planned path of the robot, but all

measurements of the laser scanner are evaluated. In case

obstacles have been detected between the current position

of the robot and a given target, an intermediate position is

being calculated which brings the robot around the

obstacles as fast as possible. The best free passage is

found considering several parameters like e.g. width and

depth of passage, deviation of passage from direct line to

target and distance of intermediate position to robot and

final target position. All relevant factors are joined using a

fuzzy logic approach.

Apart from the laser scanner the robot is equipped with

a rubber bumper all around the vehicle. Activating the

bumper results in an immediate stop. The operation speed

of the robot is initially restricted depending on the size of

the bumper – so that it can always stop before the bumper

is crushed completely. In order to secure the area above

the laser scanner, several infrared sensors have been

integrated in the bumper facing upwards.

Laser scannerInfrared sensorBumper

Figure 5. Safety sensors

Thirdly, each robot is equipped with magnetic sensors

facing to the ground. They are used as a secondary system

to ensure no robot ever leaves its operation area. In the

unlikely case of a software failure, by leaving the given

operation area and therefore crossing a magnetic band

lowered in the ground, an emergency stop will be

activated. In addition, each robot is equipped with two

emergency stop buttons to deactivate the robots manually.

For applications where the mobile robots move among

people in public environments, this safety system has

been accepted by the responsible professional association.

Furthermore, a CE certification could be acquired for the

robots.

3.4 User Interface

Entertainment robots must designed to be used by

inexperienced personnel. A joystick with two buttons is

the only device necessary to set the robots in operation

and to shut them down afterwards. After a robot has been

switched on the operator can use the joystick to put the

robot in the different start-up modes, such as initial

localization and self test. The robot will guide the

operator by giving speech output according to its current

mode until it starts its default operation mode. For shut

down the robot automatically returns to its default rest

position before switching itself off.

4 Museum Application

In order to entertain visitors in the recently ‘Museum

für Kommunikation Berlin’ – opened up in March 2000

–with a new technical attraction, three mobile robots have

been built and programmed by Fraunhofer IPA [3] [8].

Figure 6. Entertainment robots in the “Museum für

Kommunikation” Berlin

(© Museumsstiftung Post und Kommunikation)

4.1 Description of Robots

Each robot has a specific character, expressed through

its looks and appearance (driving speed, voice etc.). The

robots also differ in what information they give to the

museum visitors:

The Inciting: This robot acts as an entertainer. It

approaches the visitors and welcomes them to the

museum. It moves smooth, but determined at a speed of

up to 0.4 m/s. Speech output is further underlined by

movement of the robot’s head. The robot uses its laser

scanner to detect visitors. It looks for features like

diameter, shape and distance and then uses fuzzy logic to

determine which objects in its surrounding are pairs of

legs. The robot distinguish between single persons and

groups and uses different sets of welcome phrases for

each case. An additional feature is that the robot

memorizes the position of persons it has already

welcomed for a certain time. During that time it will not

welcome people at the memorized positions. Thus it is

prevented that the robot welcomes a person several times.

The Instructive: Acting as a guide this robot gives

tours in the museum. It moves along straight lines at a

speed of 0,3 m/s. The instructive gives explanations about

the exhibits of the museum. Moving its head up and down

symbolizes the robot looking at the object it is currently

talking about. Explanations are further underlined by



pictures or video sequences shown on the screen of the

robot.

The Twiddling: The child in our “robot family” is,

according to its character, unable to speak properly and

runs around the museum playing with a large ball. This

robot moves rather fast at a speed of up to 0.6 m/s and

aims at a ball of a specific size as long as it can detect it.

Using its laser scanner it detects the ball by its shape and

size, similar to the way The Inciting detects people. This

robot can switch between three ‘moods’. Depending on

the situation it is either happy, grumpy or angry. The

‘moods’ are expressed by different types of sound output.

As long as the robot can detect its ball every now and

again it is happy and moves constantly towards it. If it

cannot detect the ball for a certain time (for example

because a visitor lifted it up) it starts to become grumpy

and moves around nervously searching for the ball. If it

has not found its ball again after an other period of time it

will become angry. The robot then stands still and cries

until it detects the ball again.

Apart from performing their standard tasks, the robots

are capable to interact with each other as well as with the

museum visitors. So if, for example, a robot gets close to

one of the others, it will turn towards it to say hello. If

The Instructive detects that visitor obstruct its way it will

ask them to step aside. If The Twiddling becomes angry,

because it cannot find its ball, The Inciting will come to it

and ask the visitors to hand the back to The Twiddling.

4.2 Experiences

Since the robots were installed in the museum they

travelled more that 1000 kilometres. During all this time

no collisions with either visitors or inventory of the

museum occurred. The robots also never left their

operating area. Thus the robots did at no time present any

danger to the visitors of the museum. They usually fulfil

their assigned tasks daily without any trouble.

The robots have been well accepted by the visitors of

the museum. Children do especially like the ball playing

robot. Even children of about 3 years of age enjoy playing

with the robot which is with 1.2 meters substantially

higher than the children themselves. This proves, that a

intuitive interaction with the robots was achieved by

IPA’s implementation.

Before they were set into operation the robots have

been tested in the museum for 2 months. Due to the

extensive tests performed during this time the robots’

software is now thoroughly debugged and running

without any trouble. The only serious hardware problem

that occurred was a broken gear axis. The reason was a

failure in the material of a commercial gear axis. After

months of daily operation a shaft/grain connection

became loose on the ball playing robot. This incident

occurred on this particular robot, because this one

accelerates and decelerates most frequently. The affected

connection was modified on all robots.

An inconvenient observation has been made

concerning the way visitors of the museum are using the

emergency buttons. They tend to press the emergency

buttons of the robots for fun. If a button was hit a member

of the museum staff has to put the robot back to operation

since a key is needed to release the emergency stop. Due

to safety regulations the staff members could not be

relieved from this duty up to now.

The experiences in the museum show that the

implementation of the Fraunhofer IPA can guarantee the

following required constraints:

• Elimination of any possible danger for the visitors

• Obstacle detection and avoidance

• Restriction to a given operating area

• Robust design for long operation

• Easy handling for inexperienced personnel

• Operation for up to 10 hours daily

5 Perspectives

Care-O-bot has been designed as a mobile home care

system. Based on this platform a group of mobile

entertainment robots has been created. Their installation

at the ‘Museum für Kommunikation’ in Berlin proves,

that these robots are suited for every day use. Due to the

refined way the robots interact with the visitors they are

well accepted by them. The positive attitude the visitors

develop to mobile robots paves the way for future

systems. However, the underlying technological concept

is not limited to the given applications. Further functions

could be:

• ”Personal robot” in private homes (”robotic butler”),

robot valet

• Mobil information desk in public areas (shopping

malls etc.)

• Safety guard, night watchman

• Robot receptionist in office buildings

   

Figure 7. Care-O-bot II



Thus development and improvements are going on at
Fraunhofer IPA. A new Care-O-bot platform has been
build, including a manipulator arm to perform handling
tasks (Figure 7).

Generally speaking, the value of robots in
entertainment applications depends on the degree of
human-machine interaction which can be used. At the
moment, robots behaviour is felt to be rather simple,
because communication flow is going in one direction
only: Machines like tour guides can bring a lot of visual
or audible information to humans by display and audio
speakers. On the contrary, it is still not possible to talk to
machines so that words are properly recognized, not to
mention the problems in analysing words and sentences to
extract meaningful information. In the long run, to bring a
breakthrough to entertainment robotics in widespread
applications, input devices like keyboards, buttons or
touch screens have to be replaced by audible
communication between human and machine.

Another key technology in future applications is
manipulation. Having haptic contact to a robots
manipulator/ hand is a real sensation for humans, because
this kind of interaction is sensed to be very intimate. It is
rather easy to imagine some scenarios where haptic
interaction is most useful:
• Promotion robots put some give-away articles to

visitors.
• Mobile robot servants deliver food and drinks to

restaurant visitors.
Unfortunately, haptic interaction has to deal with

safety issues. A robot arm that can carry a tablet with food
and drinks should be designed for a payload of 2 - 4 kg at
least. Taking into consideration 6 degrees of freedom and
an arm length of approx. 1m, the manipulators weight will
come to be in the range of 20 - 30 kg. It is obvious that
such an mechanism could do severe damage to humans if
drive or controller malfunctions occur. To bring
entertainment robot manipulators into application
anyway, some effort is done at the moment:
• Bumpers at the arms hull bring arm motion to a stop

when touched
• Sensors like cameras with image processing analyse

the robots workspace to prevent contact of robot arm
and humans

• Sensors like capacitive sensors or ultrasonic
recognize approaching objects to the arms workspace

• Mechanical couplings restrict the torque of robot arm
joints to a maximum value

Anyway each solution has its drawbacks, not to
mention that there is no guideline to get a certification of
the involved institutions at the moment (TÜV and
Berufsgenossenschaft in Germany).
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Abstract 

This paper describes a long-term project to install 
and maintain socially interactive, autonomous 
mobile robots in public spaces.  We have deployed 
four robots over the past five years, accumulating a 
total operational time exceeding seven years.  This 
document introduces the robots, then focuses on 
lessons learned from each deployment.  Finally, this 
paper describes how this entire project came to a 
close, offering a cautionary tale for those who wish 
to embark on such an effort in the future. 

1.  Introduction   

The history of autonomous mobile robotics research has 
largely been a story of closely supervised, isolated 
experiments on platforms which do not last long beyond 
the end of the experiment.  In January 1998, we and 
others began work on Chips, an autonomous robot 
intended to be more than a short experiment.  Our goal 
would be to install Chips as a permanent member of the 
museum staff at the Carnegie Museum of Natural History 
in Pittsburgh, PA [2]. 
 Shortly thereafter, Mobot, Inc. was incorporated with a 
charter to improve and extend the Chips technology in a 
series of robot installations.  Following Chips, three more 
robots have been developed in succession; three of the 
four operated every day until February 2002.  Of the four 
robots, three are museum robot installations, offering 
visitors of various exhibit spaces augmented detail 
regarding the exhibits at hand.  Together, these three 
museum robots have logged more than 2,500 days of 
operation in separate, real-world public spaces. 
 In striving to deploy autonomous robots in a social 
niche, we had two high-level goals.  First, the robots must 
be autonomous to the greatest extent possible.  Human 
supervision of a full-time robot is unacceptable.  At most, 
the robots should require only occasional human help, and 
should request such help explicitly.  Even the routine trip 
to a battery charger should be performed by the robot 
autonomously. 
 Secondly, since the robots would be deployed in public, 
they must have sufficiently rich personalities to achieve 
compelling and fruitful interaction with humans in their 

                                                
 
 

environments.  Note that we care not just about 
‘compelling’ but about ‘fruitful’ as well.  These robots 
have an educational charter and are therefore justified 
only if they demonstrate real educational efficacy. 
 In the end the robots did achieve some measure of 
educational efficacy as well as long-term robustness, but 
the social mission of the robots as well as the commercial 
justification for such robotic endeavours proved to be a 
challenge beyond our reach.  All robots are now off-line, 
as of April 2002, and so, as the penultimate section of this 
paper explains, this long-term experiment is now finished. 

2.  Robot Overview 

The three robots described in this paper all share the same 
basic motive platform (the Nomadic Technologies 
XR4000 base); the same operating system (RedHat 
Linux); and the same programming environment (Gnu 
C++).  The first robot of the series, Chips, began work at 
the Carnegie Museum of Natural History on May 22, 
1998 (Fig. 1).  Chips operated exclusively in Dinosaur 
Hall, which contains the large bone collections of T. Rex 
and other massive dinosaurs well as ancillary exhibits 
focusing on topics such as paleogeology and ancient 
aquatic life.  Chip’s charter was to provide tours in 
Dinosaur Hall, presenting audiovisual information 
regarding both the large bone collections as well as the 
less frequented, smaller exhibits.  Until it was taken off-
line, Chips operated for just under 4 years, covering a 
total travel distance exceeding 500 km conservatively. 
 The second robot, Sweetlips, conducted tours in the 
Hall of North American Wildlife, also at the Carnegie 
Museum of Natural History (Fig. 2).  This space is 
comprised of dioramas, where preserved wildlife 
specimens are shown in naturalistic settings.  This portion 
of the museum has 
extremely low visitor traffic, so Sweetlip’s charter was to  
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Figure 1: Chips the Dinosaur Hall Robot 

 
 
attract additional visitors and to then bring the static 
dioramas to life using high-quality video footage of the 
wildlife in their natural habitat.  Sweetlips operated 
beginning May 19 1999 and covered a total distance 
exceeding 185 km autonomously. 

 
Figure 2: The Sweetlips robot near a diorama 

 
The third robot, Joe Historybot, operated in the Atrium  
of the Heinz History Center (Fig. 3).  Its mission was to 
welcome visitors to this historical museum and to provide 
both information and a tour of various permanent exhibits  

Figure 3: Joe Historybot in the Heinz History Center 
 
placed throughout the atrium.  Joe provided historical 
context in an entertaining multimedia format.  The robot 

also provided tutorials on topics such as speaking English 
with a Pittsburgh accent.  Joe began operations on July 8,  
1999 and covered a total distance exceeding 162 km  
during its total period on-line. 

3.  Lessons Learned 

The underlying goals of compelling interaction and 
maximal autonomy have remained constant throughout 
the creation of all three robots.  However, each 
succeeding robot was the product of a complete re-design 
phase based on lessons learned from prior robots.  
Although some technical aspects remained unchanged, 
such as the programming language and robot mobility 
chassis, virtually all else evolved in an effort to improve 
both the autonomy and interactivity efficacy of each 
robot. 
 We are in the unique position of having an established 
trajectory of real-world interactive social robots.  
Studying the evolving lessons learned from these 
installations may prove useful in uncovering information 
that is valuable to future robot installations.  In the 
following two sections we present such lessons learned, 
discriminating between the two top-level goals of 
providing maximal autonomy and producing effective 
robot-human interaction. 

3.1 On Robot Autonomy 
 
The first requirement of a public robot is safety, both for 
the general public and for the robot itself.  At the heart of 
the matter is the robot’s method for avoiding collisions, 
which must be especially robust, since the robots operate  

Figure 4: The fiducial docking landmark for Chips 
 
without supervision.  It is notable that the collision  
avoidance code on these robots is by far the least changed 
code over the course of their creation and installation.  
The robots use ultrasonic range-finding sensors to detect 

 

 

 

 



obstacles, and move around them reactively, each cycle 
choosing the appropriate holonomic motion vector to take 
based strictly on the most recently available sensor data,  
along with restrictions on how far the robot is allowed to 
move out of its ideal trajectory.  
 The obstacle avoidance code is extremely simple, with 
no explicit mapping or modeling of either the world or the 
sensors themselves.  It is also easy to understand, and 
because of the lack of internal state, diagnostically 
transparent [3].  Because of the limited accuracy of sonar 
at close range, the robots will occasionally become stuck 
when they approach a wall too closely.  Given the 
infrequency of this failure mode (less than once per 
week), we feel the increased peace of mind due to 
convervative motion primitives is worth the price. 
 Of course there is a great deal more to robot autonomy 
than safety.  A robot must be able to interpret its own 
behavior, to determine whether or not it is functioning 
correctly.  In order for humans to be confident in the 
robot’s ability to run without supervision, a robot must be 
able to determine on its own when a failure condition has 
occured. 
 Early in the development of the Chips platform, we 
began using pagers, which the robot was able to signal via 
electronic mail.  The ability to recognize failure and 
actively request help satisfies near-term requirements for 
autonomy.  Of course the ultimate goal is that the robot 
never needs to send for help at all, so self-repair becomes 
a step following self-diagnosis. 
 Initially, Chips sent for help quickly, giving up as soon 
as a failure was detected.  Soon we began adding 
diagnostic methods to reset subsystems that were not 
functioning correctly.  This evolved into a general first-
level method for diagnostics within our software 
architecture: each time a task is performed, check the 
result for validity.  If the command failed, then reset the 
device and try again.  Suprisingly, this simple strategy has 
a commanding effect on a complex robot’s failure rate. 
 In order to achieve true self-reliance, each robot must 
be able to recharge itself when necessary.  This is 
accomplished using a simple 3D fiducial, aligned with an 
electrical outlet, that provides both translational and 
rotational position feedback (Fig. 4).  Using this marker, 
the robots have demonstrated reliable position to an 
accuracy of 1.5 mm using visual position servoing.  The 
entire docking process, including moving over a distance 
of 4 m to the outlet and then fine-servoing for the 
insertion process, takes less than three minutes. 
 The retry method comes into play even in the case of 
this docking maneuver.  If the battery voltage following 
docking fails to rise, the robot will physically reset by 
literally backing out of the plug and into the hallway.  
Then, it will repeat the docking attempt.  This policy is 
effective in most cases because, although the code is 
deterministic, there is sufficient nondeterminism in the 
environment that the same software can have dramatically 
different outcomes when run consecutively.  

 This general approach is now used for entire classes of 
robot failure, including but not limited to: battery 
overcharging and undercharging exceptions; 
framegrabber anomalies; DVD player errors; encoder 
value errors; emergency-stop activation errors; etc. 
 Finally, a critical ingredient for autonomy across all of 
these mobile robots is the ability to navigate 
autonomously and with extreme reliability within the 
space that is served.  In all cases, robot navigation is 
performed through a combination of visual landmark-
based navigation and encoder-based position estimation.  
Furthermore, every environment included a set of 
allowable travel routes, thus specializing the navigation 
problem to a route-level travel problem.   
 For example, Chips made use of a set of high-contrast, 
high-saturation paper landmarks placed at the end of three 
of its four travel hallways.  As robots were installed in 
various environments, the fiducial markers’ complexity 
and expressiveness increased, including edge detection of 
window-wall boundaries and a variety of color and light 
fiducials.  Furthermore, due to varying lighting conditions 
especially prevalent in the Heinz History Center (due to 
large, open windows), we added methods to enable 
tracking multiple fiducials simultaneously as well as “try 
again” techniques for re-acquisition of lost landmarks. 
 To summarize, Chips, Sweetlips and Joe Historybot 
were able to autonomously navigate public spaces for 
days at a time, charging themselves as they saw fit.  This 
level of autonomy achieved Mean Time Between Failure 
values of between 72 and 216 hours, and only with great 
effort would MTBF ever climb beyond such values for 
any real duration.  Failures would eventually become 
somewhat stochastic, a tyre failing here, and a light bulb 
failing there.  However, a significant achievement with 
respect to the project as a whole was that, following the 
first two years of effort, nearly every robot failure was 
detectable by the robot itself.  The days of robot failure 
unannounced by the robot itself were quickly over in the 
course of the experiment.  Finally, the total autonomous 
travel distance for the combined set of robots exceeded 
840 km. 

3.2 On Interaction and Educational Efficacy 
Our second requirement was to deploy robots with 
compelling interactivity.  As the science of Human-Robot 
Interaction (HRI) is in its infancy, so it is not surprising 
that the robot interaction component was entirely 
redesigned with each successive deployment.     

An interview with the exhibits maintenance staff of any 
large museum will drive home an important fact: people 
are basically destructive.  Sometimes this purposeful 
damage is indeed caused by malicious visitors.  More 
frequently, curious individuals who are trying to better 
understand the exhibits will cause damage.  For example, 
some individuals attempt to push the robot off course 
physically to see if it will recover.  Others will push any 
large red emergency stop button to see what happens next. 
  



 
 
 

Figure 5: Chips attracts visitors of all ages 
 
Also, what attracts people in a public space varies greatly 
depending on the context of a particular public space.  
When in an “entertainment” space, such as a museum, 
people will be curious and attracted by new and unusual 
exhibits.  To that end the physical appearance of a robot is 
extremely important as a visual hook.  But two other 
characteristics product even better results: motion and 
awareness.  When the robot is in motion, it draws great 
attention from nearby people.  To capitalize on this aspect 
of human behavior we found it useful to have some robots 
exhibit limited prosody during delivery of long, static 
presentations. 
 But the single most successful way for a robot to attract 
human interest is for the robot to demonstrate awareness 
of human presence.  Interactions between humans and 
complex machines are typically initiated by humans. 
When a robot deliberately faces a person and says 
“Hello,” he or she is almost always both surprised and 
enthralled. 
 In contrast to entertainment venues, more utilitarian 
spaces such as large shopping centers and office buildings 
elicit far less pronounced reactions.  In these spaces 
people tend to have an agenda; a schedule.  They rush 
about from appointment to appointment and have little 
time to be side-tracked by new and entertaining machines. 
 One very important lesson learned from our 
experimentation is that attracting humans, while itself 
quite challenging at times, is far easier and very much 
unrelated to the skill of retention.  Museum exhibit 
designers tend to make their exhibits more interactive, 
often even taking on the characteristics of a conversation, 
in an attempt to retain the visitor long enough to 
successfully pass on an educational nugget.  An exhibit 
may pose a question requiring the visitor to lift a panel or 
push a button to hear the correct answer, for instance. 
 We have found that these techniques for audience 
retention are equally valid for HRI [1].  Chips presents 
long (two minute) video clips at various locations 
throughout its tour path.  As our robots evolved, so did 

their level of interactivity.  For instance, Sweetlips 
includes the human observer in the process of choosing a 
tour theme based on their interests.  Joe goes further, 
answering many different classes of questions and even 
asking humans several questions in a game-like format. 
 Because of a robot’s particular sensory and effectory 
strengths, dialogue is multimodal and not necessarily 
verbal.  Thus, while the human may be pushing buttons or 
using a touch screen, the robot may be responding with 
spoken words, music, graphics, video, text, physical 
gestures and motion. 
 We have learned several lessons from such robotic 
dialogue design.  Firstly, there often will be a crowd of 
people around the robot rather than a single person.  
Together with background noise from the environment, 
this will make it difficult or impossible for some to hear 
the robot’s responses if they are purely verbal.  Therefore, 
all robot responses should be multimodal, including not 
only written text (e.g. captioning) but also graphics and 
video content. 
 Second, long presentations, even movies, are 
guaranteed to drive audiences away.  Instead, short 
responses combined with interactive questions are most 
effective at extending the time on task.  This parallels 
normal human-human interaction: the best conversations 
are dialogues, not monologues.   
 A final lesson learned with respect to HRI involves the 
psychological effect of creating anthropomorphic robots.  
There are strong social rules governing appropriate 
behavior between humans (though these rules vary 
between cultures and segments of society), and there are 
other behavior patterns that people follow when 
interacting with machines and computers.  A robot that 
looks somewhat human and has a rudimentary personality 
falls somewhere between these modes. 
 The majority of people treat a robot as part human, part 
machine, clearly following some modified form of human 
interaction.  Often they will treat the robot like a human 
by default, dodging its path and verbally responding to it 
naturally.  If they become interested in some features of 
the robot, or want to investigate how it works, however, 
they will begin to treat the robot like a machine, ignoring 
social decorum by refusing to get out of its way and 
standing rudely in its path to elicit a reaction. 
 We theorize that humans use whichever social mode is 
most convenient for their short term goals.  Fortunately, 
people will also often accomodate a robot that behaves in 
a socially unconventionally manner (were it a human). 
 A second avenue of exploration involves the use of 
affection in designing robot behavior.  The main reason 
for a utilitarian robot to display emotion is that humans 
expect and respond to them in somewhat predictable 
ways.  People have a strong anthroporphism urge and tend 
to attribute internal state to anything that behaves 
appropriately.  People are also strongly conditioned to 
react to the emotions displayed by another person.  These 
are powerful tendencies that robots could exploit. 

 



 These reactions are entirely behavioral.  People cannot 
discern the true internal state of another human or robot.  
Their responses are thus entirely dependent upon 
perceived behavior.  Chips and Sweetlips used 
sophisticated internal mood state machines that would 
change over the course of the day, affecting the behavior 
of the robot in the small and in the large.  But since 
visitors to a museum only interact with a robot for a short 
period of time, the long-term mood shifts were moot. 
 For this reason, Joe Historybot uses no such internal 
mood representation and, instead, has a more transparent 
set of affective reactions to simple stimuli.  For instance, 
stand in front of Joe unflaggingly and it would blurt out, 
“This isn’t the Parkway and you’re not PennDOT!” 
 
Table 1: Educational concept questions: success rates before and after 
robot tours 

Question <before
>  

<after> 

All dinosaurs lived during the same time 
period 

50% 92% 

All dinosaurs were huge animals 50% 72% 
Other animals lived on the Earth with 
dinosaurs 

50% 76% 

All dinosaurs were carnivorous 48% 80% 
All scientists agree on how to put dinosaur 
bones together 

40% 76% 

All bones in Dinosaur Hall are real 36% 52% 

 
The eventual goal of each interactive robot is to transfer 
information to human visitors.  To test the educational 
efficacy of Chips, outside evaluators were invited to 
conduct an educational study [5].  The formal focus of 
this project was to answer the question: Is Chips an 
effective vehicle to educate visitors in Dinosaur Hall 
when compared with a docent?  Effectiveness is defined 
as being accessible, educational, entertaining and 
appealing to a broad range of visitors. 
 The evaluators chose two methods for collecting data: 
Robot Observation studies and Questionnaires.  Results of 
the observation studies and questionnaire forms were 
analyzed with respect to the four effectiveness objectives 
identified by the team: accessibility, educational efficacy, 
entertainment and apeal to a broad audience range. 
 Quantitative measurements of accessibility provide 
evidence for a general conclusion, that visitors will tend 
to staty with Chips for a shorter total duration but may 
return later, whereas visitors tend to follow a docent for 
the entire tour loop.  The team found that 40% of visitors 
remained with the docent tour for 30 minutes or more, 
whereas only 4% of visitors remained with Chips for the 
same duration.  However, 74% of visitors remained with 
Chips for between 5 and 15 minutes.  The most 
significant differences between Chips and docents based 
on questionnaire results involved tour speed and sound 
level.  Chips’ overall speed was viewed more favorably 
while docents were rated as much easier to hear.  
Interestingly, these results agreed among both adult and 
youth age groups. 

 Educational efficacy was measured by asking adults 
and children knowledge-testing questions both before and 
after robot-led tours.  The questions for adults and the 
success rates before and after robot tours are shown in 
Table 1.  These results were extremely pleasing in that 
they establish a quantitative educational efficacy for the 
robot tour guide. 
 In summary, the interactivity of our robots has evolved 
along four axes: engagement, retention, dialogue and 
anthropomorphic/affective qualities.  Although this field 
of research is quite young, it is already clear that there 
remainds great plasticity in the human-robot interaction 
model: human biases and bigotry regarding robots are not 
yet strong and nor fixed.  We have an opportunity, as 
robot designers, to create not just robot behavior but the 
default human behavior that will lead to the most fruitful 
possible human-robot interaction of the future. 

4.  The End of an Experiment 

Although launched with much fanfare, this series of 
robotic experiments came to an end almost silently.  
Several factors came together simultaneously to bring 
about this end.  Any museum is in the business of image 
management.  Add to this the extreme conservatism that 
is necessarily part of running most museums, and you 
have a formula for shunning unnecessary technological 
advances.  That two robots were able to become docents 
at the Carnegie Museum of Natural History is itself 
somewhat miraculous and is due in no small part to the 
vision of Jay Apt, former astronaut and director of that 
museum during Chips’ deployment.  With his retirement 
from CMNH, the robots, his brainchildren, were left 
without a champion among the museum executives. 
 Indeed, the educational study demonstrated real 
educational efficacy; but this is merely a necessary and 
not sufficient reason for a museum such as CMNH to 
spend more than $10,000 each year paying for labor and 
parts (primarily new high-quality batteries every 3 
months) to keep full-time robots running. 
 The second deciding factor was purely economic.  The 
museum market is small, with only a handful of museums 
that are large enough to purchase the hardware and audio-
visual content for a $200,000 robot system.  Taken 
together with the extremely slow sales cycle for such 
decisions in the museum market, any company entering 
this market would have to front-end costs for several 
years in order to build a sales pipeline.  Mobot, Inc. began 
this process and was able to generate several orders; 
however, the sort of funding required for a 4-year 
pipeline-building process was nary available in the post-
dot com slump and, therefore, Mobot was often relegated 
to odd jobs in order to make recoup its monthly 
expenditures.  Such shifting focuses cannot take a small 
company to success, and so the economic pall that cast a 
gloom over the internet extended to Mobot as well. 
 Finally, the ability of people to adjust to just about any 
situation should not be underestimated.  Directors and 



museum staff will grow accustomed, even to a 300 pound 
robot moving in their midst daily.  After a while, the robot 
is no longer a curiosity, and its removal is only a logistical 
relief.  Without an active champion, there is really no 
reason for a piece of high technology to stay in a staid 
museum, and so the decision will eventually be made: 
remove the robot and thereby cut superfluous costs.  Only 
a robot that is truly dynamic and expressive, changing 
every day, can overcome this barrier.  That is, 
unfortunately, close to an AI-hard level of behavioral 
complexity. 

5. Conclusions 

Over the course of the past five years, we have built three 
museum tour guide robots that have each interacted on a 
daily basis with the public, autonomously and without 
direct human supervision.  While this has been done 
before [4,6,7] our robots are unique in their completely 
unsupervised free-roaming obstacle avoidance, and in 
their mission to entertain and inform the generally public 
in documented, educationally effective ways.  We have 
learned many useful lessons in attempting to meet the 
above challenges.  Perhaps the most striking is that it is 
indeed possible to deploy robots like these in public 
places for long stretches of time.  The robots are now off-
line, after almost five years of operation, and so this 
experiment is now finished. 
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Abstract

Online robots offer a novel and interesting tool for exploring museums. They offer the potential to bring
people into contact with exhibits at remote locations in practically no more than the time it takes to start up
a web browser. The creation of an interesting and useful experience for the user depends not only on the
robotics technology itself but also on the way this technology is integrated with existing museum facilites
and newer multimedia technologies to deliver a comprehensive service to users. This paper explores one
particular application of online robots, not as a technology solely in itself but as one tool in a range of
facilities, to create such an experience. The application specifically demands a wide range of facilities,
since its purpose is pedagogical. The application in question is the preparatory support, in the form of
teacher kits, for field trips to museums. The ideas can be generalised to other scenarios, particularly for
parents preparing for museums visits. The paper discusses three aspects of the application. First, ways for
preparing for trips to museums. Second, the potential enhancements provided by online robots. Third, the
implications of the latter for the wider online and in-musuem facilities for getting the full benefits of this
technology. The paper concludes with a proposal-for-discussion for an educational challenge for online
robot systems in museums.

Introduction

Online robots have now a recognized presence both within and outside the robotics community [1,2].
Online visits to museums are one application of these systems [3] and opens the opportunity to apply other
forms of robotics and vision technology to enhance the user experience and awareness of the remote
envirnment [4]. It is important at this stage to begin seriously thinking about the design and development of
comprehensive environments to support a range of applications, so that the utility of online robots can be
illustrated beyond proof of concept demonstrations. One of the areas of application is for educational field
trips to museums. This paper poses the question of how best to exploit this online robot technology for such
applications. The field trip scenarios is particularly interesting since it raises a number of issues beyond
simple demonstration or interaction with a robot moving around a museum environment. In particular, it
poses the question of how the field trip fits into the wider education of the students, how the online robot
systems can be incorporated within this setting to support the teacher, and how in turn the museum itself,
the target of the field-trip, can integrate online robot systems with its educational infrastructure. Thus it
brings together matters of pedagogy, matters of technology, and matters of management. This paper aims to
address these issues in a preliminary manner. The goal is to open a discussion among roboticists, educators
and museum personnel about the way in which online robot technology can be exploited in this application
scenario.

The remainder of the paper is organised as follows. The following section provides a discussion of modes
and methods for preparing for a field trip, exploring their advantages and disadvantages. A set of
requirements that address the potential for the involvement of online robots in preparatory work for field
trips is presented. Section 3 discusses the role that online robot systems can play in this preparatory work,
particularly what they bring to the scenario and how this integrates into an overall toolkit. Section 4
explores the implications of incorporating online robot systems in museum environments in order to
support the role(s) identified in section 2 and to create a comprehensive toolkit for teachers. Finally, section
5 provides a summary and conclusions.
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2. Preparing For A Field Trip

The purpose of this section is to enumerate some of the ways in which a teacher can prepare for a field trip.
To focus the diccussion it is at least assumed that the teacher wishes to visit the museum for the primary
objective of viewing a subset of the museums exhibits, and those exhibits are related in some way to the
taught material that has been presented to the students or that will be presented following the trip. We at
least assume a model whereby the teacher has some preparatory kit that they can use to prepare themselves
for the visit, so that they can make the trip as beneficial and productive as possible for the students. Our
question is what items could go into that kit.

We can start with the notion of an empty kit. Empty in the sense that the visit is made on spec. The
museum is assumed to belong to a category that should have exhibits relevant to the taught material, but the
teacher does not know what specific exhibits. This is a poor basis for a field trip, but possibly a good basis
for a general school outing. We can take this scenario as our baseline. In general, however, we expect the
teacher to have some background knowledge of the museum exhibits.

One of the methods for getting information about the exhibits, and the museum in general, is to talk either
to museum personnel directly or to colleagues or friends who have visited the museum. The former, in
particular, can provide information leaflets, and can inform the teacher of special facilities and tours for
student groups. This same information could also be obtained from the Museum web site – we assume that
there is such a web site in place. However, this web-based information, and even just the discussion with
the museum personnel, is second hand. There is no direct experience of the museum prior to the school trip.

A better approach would indeed be for the teacher to personally visit the museum prior to the student trip.
In this way the teacher would gain first-hand information about the exhibits and could take the time, while
at the museum, to organise an itinerary and even to preview it. This approach would also allow the teacher
to gather more background informaton about the exhibits, possibly from the museum booklets, and to
identify areas or gaps in their knoweldge that can be overcome prior to the student trip by referenceing the
relevant information in books or online information via the Internet. This seems an ideal scenario, but is not
workable for museums that are some distance away, nor is it usually possible to make such a preparatory
trip shortly prior to the school trip. Indeed, it may be some years since the teacher actually visited the
museum in person.

Failing the opportunity to visit the museum personally the teacher may makeuse of online tours. These
tours typically involves the online visitor being led through a guided tour of the musuem by way of
diagrams and images. This can be to a larger or lesser extent interactive. A simple format involves one or
more plan-view maps of the environment offering a number of icons that can be selected with a pointer.
When selected, an image taken from the specified location will appear either in the current browser window
or a separate window. Dynamic web pages and the use of Java applets can often provide a more dynamic
feel to the tour, incorporating small video sequences and perhaps three-dimensional models. However, the
experience is still very passive. For example, it is often difficult to get a good sense of localisation and
orientation within the real environment from the snapshot images.  The result is that in cases where these
environments are not put together well the full excitement of a visit to the museum is not conveyed. In
short, since the experience can be so disconnected and passive, it can be very difficult for the teacher to
calibrate themselves to the museum environment.

The above set of cases do not exhaust the range of facilities that mesuems may offer to teachers to support
field trips, nor the full range of educational support for such trips. However, it does enough to point to ways
in which online robot systems could be employed as an additional resource for preparing field trips. The
most important conclusion in this regard is the opportunity for the teachers to be involved more actively in
the preparation process by gaining experience through prior visits to the museum site. Since it will often
not be realistic to have the teacher personally visit the museum, online robots provide a method for them to
get something close to a similar experience. By at least having the ability to drive a robot around the
museum site, using vision of course as the main mode of sensory feedback, they can calibrate themselves to
the museum environment. By actively exploring the remote environment in this way they will more easily
build a model of the museum environment, allowing them to relatively easily localise and orient themselve
within the environment when they finally do visit it with the students. This, however, can only be the
starting point. The challenge for the online robots community, and the museum, is to not only allow them to
drive a robot around the museum, but also to integrate that activity with a set of other tools that will provide



the teacher with a rich source of background material to support the educational experience that they
ultimately wish to provide for the students. The essential objective must be to place the school teacher in
control of the creative process involved in putting this educational experience together.

3. Online Robot Technology

This section aims to provide some insight into the role that online robots can play in the prepration of
school trips by students. A simple, though challenging, scenario is described and then extended to
incorporate a more flexible, richer, toolkit. The starting scenario is a passive, automated online robot tour
guide. This comprises a robot system that takes a well defined tour of the exhibits. In fact one can envision
a number of such automated tours emphasising different subsets drawn from the full set of exhibits. One
can envision the robot following a route that takes it successively to well-defined points from which it can
view each of the exibibits. There may be a number of points form where each single exhibit can be viewed,
and the robot can take up these points in a well defined sequence. In addition, from each point it may
visually inspect, or view, different aspects of the exhibit. These viewing positions and the corresponding
camera parameters (zoom, focus) can be scripted a priori as per the routes. This basic scenario is a
challenge in itself, involving path planning, navigation and localisation. And although the viewing may be
via one or more cameras, the visual sensor data may play only a minor role in the navigation and
localisation of the robot. The video signal, however, can be relayed to the Internet audience to form
primary modality in their experience of the museum tour. The tour in this basic form essentially comprises
stationary points and transitations between these points. Each of these can be tagged with text or audio
descriptions that can be relayed to the online visitor via audible speech, text or graphics, or a combination
of these and more. The set of tours could be run daily and some of the more popular can be repeated a
number of times on the same day. As long as the robot doesn’t move aggressively about the environment,
the robot should not interfere with the onsite visitors.

This scenario, although basic in terms of its interactivity, presents some significant challenges. It is within
reach of current robotics, Internet and multimedia technology. We can call this the passive robot tour guide.
The teacher, similar to general users, will be able to join a tour at the start or anywhere enroute. The tour, in
this form, will provide them with a good preparation for the school trip. However, what if they do not want
to follow any of the prescribed tours, or indeed, if at some point they would like the robot to stop so that
they can dwell for some moments on a particular exhibit. In particular, what if they want to delve deeper
into the background for that exhibit, picking out finer details, its historical roots, the people behind the
content it displays, and so forth. The passive tour guide will in this regard be quite limiting. Indeed, what if
the teacher wants to put a tour together that does not match an existing tour?

If we consider the latter first, one approach would be to present the teacher with a palette of exhibits that
they can choose to visit online. The selected exhibits would be passed to a tour planner that can assemble a
route map for the robot to follow. The tagged information, prepackaged, can be attached automatically to
the appropriate states and transitions, and replayed as per above during the live tour. This will at least allow
the teacher to preview the tour. During the selection of the exhibits the teacher can also delve into the
background for each exhibit. In this way, the teacher can put together a scheduled tour in a more liesurely
and thoughtful manner. Indeed, when the teacher actually visits the site we can envision the robot leading
the tour of the exhibits, following this pre-planned tour. This in itself could be a valuable service that
museums could offer teachers.

If we were to stop at this point we can see what appear to be significant benefits for the teacher from
preparation through to implementation of the school trip. However, one can envision a still further level of
interaction whereby the teacher can direct, or even drive, the robot around. What are the benefits of this
additional capability over the above? In the scenario depicted above the teacher is at the mercy of the
tagged information provided by the musuem and, indeed, the preplanned exhibit states and transitions.
There is also, still, a further lingering ‘passive’ element, in that the teacher has to pre-plan the tour based on
a given palette of exhibits. We can see three further extensions of that model. The first, as suggested, is the
provision for the teacher to drive the system around. The main benefit of this is the ability for the teacher to
craft their own tour. They can select individual exhibits to visit, script the inspection of each exhibit to their
own requirements, and attach the tagged information appropriately. Not all teachers will avail themselves
of these facilities, but they may at least be more prepared to avial themselves of tours pre-crafted by other
teachers, as an alternative to the more mechanical tours that may otherwise be available if teachers were not



actively invovled in the enterprise. Hence, we can envision the accummulation of a library of educational
tours, building towards a rich educational repository.

We can envision this scenario working in the context where the teacher first creates a ‘draft’  tour and then
perturbs, or knocks it into a shape, more in tune with his needs. The second extension, however, would
offer the teacher the ability to craft the script on the fly. This essentially means that the teacher can use the
robot to explore the museum as they please, taking in the individual exhibits in some preliminary sequence
and then integrate a selected subset into a tour. We can describe the robot in this context as an ‘online robot
browser’  since it effectively allows the teacher to browse the museum exhibits in preparation to and during
the construction of the required tour. As before, the tour can be previewed and further edits can be made
during this preview stage. The teacher may then avail of the tour in three ways. In the first, the teacher can
lead the school children through the tour, dispensing with any further participation by the robot. In this
context the preparation work with the robot will have helped the teacher ‘actively’  script the required tour
and relevant background material. In short, it will have provided an educational experience for the teacher,
who can then pass on that experience directly. In the second, the teacher can allow the robot to lead the
tour. This provides the opportunity for the teach to keep a watchful eye on the overal progress of the tour
and the children’ s participation. In the third, the robot can accompany the tour. This can be beneficial in a
number of ways, most notably the local provision of additional visual aids. For example, to present short
video sequences. Each of these scenarios places different requirements on the robot system.

The third extension follows from the previous two. It involves the provision of online tools which allow the
teacher to create new material that they can tag onto the tour. This appears to be a straighforward appeal for
compositon tools, and indeed it is. However, the tools must provide not only composition and editorial
support, but also access to a wide range of resources. Effectively the aim is to allow the teacher to draw in
material from a wide variety of educational resources. The provision of these to the robot system in the
context of the tour must then be integrated with the facilities at the museum. Hence, there is a major
technology integration challenge that is directed more at the musuem resources than at the browser
interface. This is an issue that needs study.

In summary, online robot facilites within a musuem environment can provide the basis for a rich creative
and educational experience for the teacher, which can then be passed on in ways to the students. This is an
important model for education that fits with the aspirations of educators. The teacher remains pivotal
throughout, even when they put themselves in the background. In short, onlibe robots allow the teacher to
exercise control from their point of view while creating an experience of the student which to the latter
appears as an open ended, unstructured experience. The whole aim of preparation is not, ultimately, to
script, but to be prepared.

4. Creating the Museum Field Trip Toolkit

This section will look briefly at the integration of mobile robot systems within museum environments to
support the type of educational toolkit described above. The first point to make, however, is to emphasis
the role of online robots as one component in a range of facilities for supporting the teacher. One of the
challenges is to identify how the online robots can complement these other tools, which include leaflets,
booklets, and online web resources, including the museum’ s own web site. The picture presented in the
previous sections, for example, needs to be verified. Will there by unanticipated ways in which online robot
systems may be used? In exploring their integration with these other tools, will they motivate new forms of
tools unconnected with either? These are open questions. In short, how will the online robots affect, change
and in particular enhance, the preparatory toolkits that museums, and indeed schools, offer to teachers.

The immediate prospect of installing online robots in museum environments creates paticular technological
problems, which are indeed being addressed. These include the networking and computing structures
resident in the museum. It will, for example, include in many cases a partial enhancement of the
environment with video technology so that one can not only see through the eyes of the robot, but also see
the robot. Wireless technology will have an important role to play in creating very flexible, and
reconfigurable, intelligent environments in which to allow the robot to operate and to monitor its
operations. There are on-the-ground safety issues as well that need to be addressed in the construction of
the robot system, since they will be sharing a space with human beings. The robots, for example, must in
some way follow the general temper of the environment. In an art-like exhibit area they should perhaps



move about slowly, quietly. In a more science-oriented exhibit area they should perhaps be noisy and
moving around ‘energetically’ . The teachers must be able to interact with the robot at some point, and for a
period of time have sole control of the robot system; other teachers will have to wait their turn. Perhaps
there is an opportunity here for teachers to support each other, probably via the medium of a chat room.
When in control of the robot they must also be aided by online systems that support visualisation of the
robot’ s environment and have controls, both in software and hardware, that prevent damage to the robot
and to the exhibits. Their task won’ t simply be to move about and avoid objects, but to get to exhibit
locations. To what extent, then, will the teacher really need to ‘drive’  the robot or ‘select’  the target
location and let the robot find its own way. In other words, how far does the teacher really need to be in
control. These are issues currently being addressed in research. Video tracking technology might have an
important role to play here. The robots will have as well to avoid unintended contact with humans. They
must not just avoid humans, but do so in an unobtrusive manner. They must, effectively, blend in.

Beyond these on-the-ground features, the museum must support, either locally or remotely, a repository
from which background material can be retrieved, and into which teachers can deposit additional materials.
A cornerstone of the facility must be a set of tools that allow the teachers to craft their tours. These
facilities require good support in networking and multimedia technology. It is important as well to
determine to what extent these facilites are an annex of the museum’ s computing framework or are
seamlessly integrated with its existing facilities. Indeed, to what extent can online robots motivate a fresh
look at the development of museum-wide networking and multimedia technology. In sum, there are a
whole set of issues here that have been addressed only tentatively within the context of exploiting online
robot systems in museum environments. Much needs to be done.

This is indeed a good point to raise the possibility of activities which can allow us to explore the way in
which online robots can be used in museum environments. One such possibility is to develop an
educational challenge for online robots in museums. The idea would in general be for student projects
aimed at developing museum robots. The goal would be to assemble a set of online museum robot case
studies. These could provide a useful preliminary method for calibrating the online robot requirements and
opportunities for these museum applications. Support for teaching, as layed out above, is one category of
application scenario.

5. Summary and Conclusions

This paper has explored an important application of online robot systems, specifically their use as an
educational tool in the preparation of school trips to museums. Online robot systems provide the teacher
with the opportunity to assemble and preview an itinerary of musuem exhibits for a school trip. When
integrated with other tools, including local and online educational resources, the teacher has the materials
available to create an interesting, yet open, educational experience for the students. The development and
ingetration of online robots, and the exploitation of robotics, networking and multimedia technology,
requires that we understand the needs of the teachers. The material presented in this paper is all to brief a
snapshop of percieved needs, and are probably only a shadow of real needs. Studies are required to
understand the latter. Finally, the online robots community should aim to develop a number of educational
challenges that motivate the development of ‘museum robots’ .
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Abstract

We report mobile robots moving around an art
museum in general public. Mobile robots are phys-
ical agents in our remote viewing system via Inter-
net. Mobile robots serve their sensing and action as
avatars for remote viewers, who are ordinary per-
sons on the WWW. This system is a tool to ob-
tain human behaviors in an art museum for the
KANSEI special project. We discuss experimen-
tal results at the Tsukuba art museum and lessons
learned from trials working the robots in the art mu-
seum as public space.

1 Introduction

Recently, popular technical keywords are IT: In-
formation Technology, Internet and robotics. There
are some researches connecting Internet with robots
as a physical agent [1]. We are also working for
the project related with these keywords. In our
”KANSEI1 special project”, we are developing re-
mote viewing system of an art museum using a mo-
bile robot via Internet with a WWW browser. Our
previous system has been already demonstrated at
the IROS2000 conference[2].

At first, we briefly introduce our KANSEI spe-
cial project. Then, we explain our remote viewing
system by mobile robots in the art museum. Fi-
nally, we discuss that effectiveness of our system,

1KANSEI is an originally Japanese word, which means
human sensibility, emotion, feeling, and something difficult
to explain by logical reasons.

Figure 1: Remote viewing of an art museum

open problem on mobile robot in art museum and
possibility in new application of robotics and IT.

2 Background
- KANSEI special project

The University of Tsukuba has promoted a 5-
year (1997.4-2002.3) research plan about the spe-
cial project on ”Modeling the Evaluation Structure
of KANSEI.” This project aims to analyze the ap-
preciation attitude of human interest in works of
art, and ultimately to construct a model for the
evaluation structure of KANSEI. This project is
unique in that the system employs a mobile robot
in an art museum, which works as an eye for peo-
ple remote from the museum [3]. The robot walks
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around the museum in place of the remote visitor,
who can move the TV camera on the robot by re-
mote control and view anything in the museum.
The above project tackles a number of challenging
problems, including those of remotely controlling a
mobile robot via the Internet and the construction
of a robot that can be interactively operated in an
actual museum without causing problems to local
visitors. The goal of our challenge is Figure 1, a
remote viewing system that enables ordinary peo-
ple at home or in the office to remotely view works
of art in a museum by manipulating the vision of
the robot using an ordinary personal computer con-
nected to the Internet.

In this project, we have initially utilized the sys-
tem as an experimental tool, recorded the positions
and postures of the robot working as an avatar,
obtained computer images through the robot, and
gained an understanding of the behavior of remote
visitors. It is not that the robot moves around inde-
pendently delivering images, but that its behavior
is controlled interactively by the remote visitor who
is able to view images in real time on the terminal.
The data acquisition method of this evaluation sys-
tem has many advantages over other conventional
methods. In the first place, quantitative viewing
behavior can be assessed without placing any par-
ticular requirements on the viewer. In the second
place, remote viewing is accomplished via the In-
ternet using a Web browser, resulting in easy ac-
quisition of an unspecified number of the general
public as viewers. In the third place, the remote
visitor can appreciate authentic art, which cannot
be compared to copies held in a virtual museum.
There is also no need to make 3D models of a virtual
museum: our system responds instantly to changes
in layout in the actual museum. Finally, in the
fourth place, it is possible to survey the interac-
tions between the remote visitors and the local vis-
itors while the museum is open to the public. Com-
parison of the interactions that take place when the
museum is closed to the public may enable research
on the influence of local visitors on the remote vis-
itor.

Our remote viewing system thus makes it easy to
acquire behavioral data on remote visitors. The re-
alization of problem-free robot operation, however,
is technically difficult, for the following reasons.

1. Development of the avatar robot

2. Operation of a robot in the Internet environ-
ment, where there are random time-delays in
data transmission

3. Operational interface using a Web browser as
the standard GUI

The aim of our study is to solve technical prob-
lems associated with the above points by robotics.

3 Remote viewing on the Web

3.1 Basic strategy

What we want to obtain is a robotic device
(avatar) that can move around a museum and can
be manipulated by people, who are in fact in re-
mote places, looking at live images on their termi-
nals. However, the Internet of today is not suited
for quick delivery of live dynamic images. Also,
using these images, it is quite difficult to give the
viewer a feeling of being in an actual place due to
the narrow bandwidth and limited human interface.
In order to make feasible the system’s use from a
range of connection terminals, the images must at
present be sent in slide-show form. In our study,
we aim at completion of a basic teleoperation sys-
tem using live static images, which can be oper-
ated as easily as possible by ordinary people. Con-
cerning basic teleoperation systems, an autonomous
mobile robot that is directed by spoken instruc-
tions has already been built. However, our view
is that it is important to present an interactively
decision-making environment for the remote visitor
each time the live image is switched to a different
new one. This is because we also wish to store data
on how the remote visitor responds to the switched
image, and makes each of their decisions. Thus we
have followed the line of developing interactive op-
erations based on static but live images. We have
confined the autonomous properties of the robot to
self-protective movements such as detection of ob-
stacles and avoidance of collision. Therefore, an
absolute position pointing method was chosen as
the operational method since it is able to cope with
random time-delays.

Our basic strategy for the construction of a re-
mote viewing system can, therefore, be summed up
as follows.

1. Operation via absolute position pointing,
which is reasonably immune to random time-
delays.

2. Autonomous self-protection behavior for the
robot-self.



Figure 2: Mobile robotic avatar ”KAPROS ”

3.2 Mobile robotic avatar

We first describe the development of a robot as
an avatar. Our avatar does not have to be in per-
fect humanoid shape. The avatar for our remote
viewing system is equipped with limited functions
that substitute for human eyes and feet. As for eye-
sight, humans are endowed with stereo color vision.
However, a single color TV camera will be suffi-
cient for the avatar, since the remote visitor will be
employing a conventional computer display with-
out any additional equipment. As for movement,
human beings are bipedal, but since the floors of
museums are usually flat, we chose a wheel drive
mechanism for the avatar instead of feet for better
moving efficiency. Further, the avatar must co-exist
with actual humans in the museum, so the moving
speed of the avatar must be equal to the normal
walking speed of a human in order not to disturb
normal visitors. This is one of the fundamental req-
uisites for the avatar. In respect to scale, the avatar
must be able to pass through corridors in the same
way as ordinary visitors. Considering these requi-
sites, we have developed a novel robot, which we
call ”KAPROS ”, as the avatar (Figure 2). We
assumed viewing of ordinary sized pictures exhib-
ited at a height of 140 cm, and set up a TV camera
on the avatar at that height.

The following requirements were set when de-
termining the system composition for driving the
robot.

1. Autonomous behavior control of the mobile
robot

Figure 3: System configuration of the KAPROS

2. Wireless communication with the server and
the other robots

3. Processing of multimedia information such as
images and voices

4. Interface installed on the robot for program de-
velopment and execution

Figure 3 illustrates the overall design of the con-
troller in the KAPROS . It is roughly divided
into two parts: one part comprising a notebook PC
(IBM ThinkPad 235), and one part comprising the
YAMABICO robot controllers[4]. The former part
takes charge of communication with the server, the
human interface, and the processing of multimedia
information (the capturing and display of images
and voices). The latter part takes charge of infor-
mation processing which requires feedback within
a very short time period, for example, control of
robot movement, recognition of position, detection
of obstacles, etc. Communication between the note-
book PC and the YAMABICO robot controller is
executed based on the RS232C. Since the robot is
also equipped with a wireless LAN, it can commu-
nicate with the server through an IP connection.
In addition, the programming environment for de-
velopment of the YAMABICO robot controller is
also installed on the PC. Concerning the sensor,
the robot is equipped with ultrasonic range sensors
and obstacle detection sensor ”PB9” produced by
HOKUYOU AUTOMATIC CO.,LTD. for safer be-
havior control of the robot. Two TV cameras are



also mounted. One is pan, tilt and zoom control-
lable camera with normal lens for appreciating art
works. The other is omni-view sensor, which can
capture 360[deg] scene in one image, to give help-
ful information for moving around without collision
through remote control by ordinary persons.

3.3 Tele-driving method and the
GUI

This subsection is concerned with the opera-
tional method of the robot KAPROS working in-
side a museum. The robot is manipulated by re-
mote control via the Internet using a Web browser.
The operation on the GUI as seen in the Figure 4
is roughly divided into the operation for movement
and the operation of TV camera for viewing the
works of art.

The most difficult problem associated with the
tele-operation of a mobile robot via the Internet
is the random time-delays, which are likely to oc-
cur while issuing operational instructions. More
specifically, the problem resides in the uncertainty
of time prediction from one operation to the next
operation. For this reason, the authors have de-
signed the driving method of the robot by pointing
the absolute position in the museum site. Once
determining the unique position, this information
does not change with elapse of time. We designed
the robot guiding system from the present position
to the place of destination based on positional in-
formation given a short time intervals so that the
robot can determine its execution autonomously.
However, the destinations towards which the robot
would be directed had to be observable in the mon-
itor screen in order to secure interactive operation
with the panoramic live image generated by omni-
view sensor. The actual interface was designed so
as to indicate the ground position on the floor in
the live image. This allows easy and intuitive op-
eration by non-specialists [5], as well as interactive
operation in response to live images at the same
time. The visual information can be converted to
instructions in accordance with the absolute posi-
tion based on the positional data of the robot at
the time when the data was programmed in, as-
suming that the ground seen from the pixel posi-
tion of the live image is flat and level. Besides the
indicated live image, the system manages the Robot
State Data whichi includes time, own position, sen-
sor data, file name of captured image and so on,
corresponeding to each image.

Figure 4: The GUI for remote viewing via Internet
with a WWW browser

To appreciate art works, remote visitors only
click on the normal image indicated in the upper
area on the GUI shown in Figure 4. Then, the cam-
era posture is automatically controlled by pan-tilter
table of camera for locating the clicked position to
the center of the next live image. Zoom level can
be also changed by click of the icon.

Small adjustments of each parameter can be re-
quested by click on each icon.

3.4 Autonomous behavior of the
robot

To cope with random time delay, some mo-
tions must be done by autonomous functions of the
robot. We used the position based tele-operation
scheme. Therefore, the motion control related with
dynamics such as acceleration and velocity is au-
tonomously controlled by robot-self. And, obstacle
avoidance is also managed by robot-self. The ob-
stacles are detected by the obstacle detector PB9.
The PB9 can set the detectable area. We set the
two areas. The first one (far area) is that the robot
can rotate (spin) but not go forward. The second
one (near area) can not permit both motions. In
the regular cases, the robot detects the obstacles in
the first area at first and the robot stops own mo-
tion immediately. Then, remote visitor can change
the moving direction by rotation of the robot body.



Figure 5: Photograph of the KAPROS robot at
the Tsukuba art museum

4 Trials at the art museum

4.1 Connecting to the art museum

Finally, we connect to the Internet. However,
some art museums do not have a facility of the Eth-
ernet for connecting to the Internet. So, we set up
the route to the Internet from the art museum by
ISDN. Communication between the robot and the
dial-up router is done by the wireless LAN. Con-
nection from the museum to the web server in the
University of Tsukuba is achieved by ISDN through
dial-up routers. Then, the web server connects our
remote viewing system to the Internet. Now, a tem-
poral ISDN phone can be available anywhere in not
expensive prices. The web server is permanently
placed at the University of Tsukuba. Therefore, we
can connect our system to the Internet at almost
all museums in less trouble.

4.2 Experiments and demonstra-
tions at the Tsukuba art mu-
seum

We have constructed a remote viewing system
mentioned the section 3 and have carried out many
experiments on seven exhibitions of art and design
at the Tsukuba art museum since February of 2000.
Figure 5 shows that the first experiments on the
graduation exhibition for students of art school in
the University of Tsukuba (Feb. 14 - Mar. 3, 2000).
On the 2nd of November in 2000, we also demon-

Figure 6: Remote viewing 3D art works by using
the KAPROS robot

strated the remote appreciation from the IROS’00
conference site in our presentation of the regular
session. Furthermore, we tried to appreciate 3D
art works as well as 2D pictures in the exhibition of
statues and sketches (July to August, 2001) shown
in Figure 6.

4.3 Experimental results

Our remote viewing system was built through
overcoming technical challenges as follows:

1. Instruction by absolute position pointing
method to cope with random time delay

2. Autonomous execution of sensor reactive be-
havior and motion control related with dynam-
ics

3. Updating live images without blinking by a re-
fined JAVA programming

4. Firewall-free command sending through CGI

5. Almost all museum connectable with the
WWW server of the University of Tsukuba via
ISDN.

6. Appearence design of the robot suitable for an
art museum

On the above points, we could confirm the techni-
cal feasibility of our system and save data about
appreciation attitude of the remote visitors. How-
ever, the system remains some problems such as
slow update cycle of live images, only one viewer



available at the same time and disappearing own
avatar on the viewer’s GUI. Therefore, it has not
been enough comfortable for remote visitors, yet.

5 Lessons learned

Not so populated art museum is a good place for
the first mission of mobile robots working in public
space. Because behavior of people visiting in the
art museum is quite gentle to everything includ-
ing robots and there are small numbers of children.
Usually, a child is a natural enemy of robots. There
are some persons to observe the all floors for help-
ing visitors and guarding art works. Therefore, if
robots become enough reliable, no additional peo-
ple for robots maybe are needed. Consequently, I
think that the art museum has a good nature for
the first stage to test the robot working in general
public. But, of course, we need agreements with
artists/designers of the exhibition and organizer of
the art museum. In our case, our project is joint
project with professors of art and design. So, we
did not meet so many troubles.

We are surprised at response of local visitors
about the robots. We supposed that some com-
plaints from local visitors against the robots. But,
there are not any complaints. Maybe, visitors un-
derstand the robot as a kind of art works. So, the
robot moving around museum is not so anything
strange. It means that appearance design is very
importance factor of the robot working for the art
museum. In another important factor, the sound
noise should be reduced as lower level as possible.

The robot controlled via Internet in art museum
gives additional value for art museum and artists. It
can be considered as a new method of propaganda.
Remote visitors can appreciate real art works via
Internet. But, remote viewing via Internet does not
give enough satisfaction by technical reasons such
as the limited human interface and time delay of
data transmission. Therefore, if the exhibition is
attractive for remote visitors, they want to go out
to the real museum.

Remote viewing system can be extended to new
application of 3D viewing on the Web. The cur-
rent 3D viewing on the Web needs to prepare the
3D data of the contents. But, remote viewing sys-
tem does not need the stored data. The robot ap-
proaches the real 3D objects on demand via In-
ternet and can send the image from various view
points. That is a kind of new application combined
with robotics and IT.

6 Conclusions

We have described our remote viewing system
by tele-operation of the mobile robots working as
avatars of remote visitors via the Internet using a
WWW browser. We introduced the background
which is the 5 years joint project with professors
of art and design, implementation of overall sys-
tem, and experimental results at the Tsukuba art
museum from 2000 to 2002. Finally, we discussed
lessons learned from many trials using mobile robot
in the art museum as an example of public space.

In future, our system will be extended to remote
viewing 3D art works and multiple mobile robots
in the same floor. Then, we will discover new ap-
plication combied with robotics and IT.
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Abstract

The current paper presents techniques that facilitate mo-
bile robots to be deployed as interactive agents in popu-
lated environments, such as museum exhibitions or trade
shows. The mobile robots can be tele-operated over the In-
ternet and this way provide remote access to distant users.
Throughout this paper we describe several key techniques
that have been developed in the relevant projects. They
include robust mapping and localization, people-tracking
and advanced visualizations for Web users. The developed
robotic systems have been installed and operated in the
premises of various sites. Use of the above techniques, as
well as appropriate authoring tools, has resulted in drastic
reduction in the installation times. Additionally, the systems
were thoroughly tested and validated in real-world condi-
tions. Such demonstrations ascertain the functionality and
reliability of our methods and provide evidence as of the
operation of the complete systems.

1 Introduction

Mobile robotic technology and its application in various
sectors is currently an area of high interest and research
in this field promises advanced developments and novel-
ties in many aspects. More specifically, applications of mo-
bile robotic technology in public spaces can be found in a
field that we can informally term “robots in exhibitions”. In
this context, robots can offer alternative ways for interactive
tele-presence in exhibition spaces.

Two recent EC-IST funded projects, namely
TOURBOT (www.ics.forth.gr/tourbot) and WebFAIR
(www.ics.forth.gr/webfair) address the above goal. TOUR-
BOT started January 2000 and ended successfully February
2002; it pursued the development of an interactive tour-
guide robot able to provide individual access to museums’

exhibits over the Internet. The results of TOURBOT were
demonstrated through the installation and operation of
the system in the real environment of the three museums
that participated in the TOURBOT consortium as well as
other interested organizations. WebFAIR started December
2001 and ends May 2004. WebFAIR builds on TOURBOT
results and attempts to extend relevant developments to
the more demanding environments of trade shows. Addi-
tionally, WebFAIR introduces tele-conferencing between
the remote user and on-site attendants and employs a
multi-robot platform, facilitating thus simultaneous robot
control by multiple users.

The motivation for pursuing TOURBOT was twofold,
put forward by researchers in the robotics field as well as in
the museum community. Evidently, from the robotics van-
tage point, the research and technical challenges involved
in developing this application was the main driving force.
Museum curators and organizers were fascinated by the in-
novative concept of TOURBOT and the idea to offer novel
services to their visitors. The successful course of TOUR-
BOT and the vision to introduce corresponding services to
the taxing case of trade fairs, resulted in launching Web-
FAIR. The latter, currently under development, was addi-
tionally endorsed by experts in the organization and promo-
tion of large trade shows.

In this paper we present highlights of the techniques de-
veloped in the above mentioned projects. They cover var-
ious aspects of robots that are deployed in populated en-
vironments and hence have to interact with people therein.
Among them is a feature-based technique for mapping large
environments, a method for tracking people with a moving
mobile robot, and an approach to filter spurious measure-
ments coming from persons in the environment while the
robot is mapping it. Furthermore, we describe new aspects
of the user interfaces. Among them are a speech interface
for on-site users and a flexible web-interface with enhanced
visualization capabilities for remote users. Additionally we
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report on the demonstration events that took place in the
framework of TOURBOT and argue on the drastic reduc-
tion of the system set-up time that was achieved.

2 Related Work

Over the last decade, a variety of service robots were
developed that are designed to operate in populated envi-
ronments. Example cases are robots that are deployed in
hospitals [25], museums [7, 35, 48], trade-fairs [38], office
buildings [2, 44, 1, 24], and department stores [13]. In these
environments the mobile robots perform various services,
e.g., deliver, educate, entertain [40] or assist people [39, 29].

Recently, a variety of methods have been developed that
estimate the positions of persons in the vicinity of the robot
or generate actions given knowledge about a person’s po-
sition or activity [26, 45, 28, 30, 6]. The TOURBOT and
WebFAIR systems apply sample-based joint probabilistic
data association filters to estimate the positions of multiple
persons in the vicinity of the robot.

Creating maps with mobile robots is one of the key
prerequisites for truly autonomous systems. In the litera-
ture, the mobile robot mapping problem is often referred
to as the simultaneous localization and mapping problem
(SLAM) [10, 12, 31]. Approaches to concurrent map-
ping and localization can roughly be classified according
to the kind of sensor data processed and the matching al-
gorithms used. For example, the approaches described
in [43, 10, 12, 31] extract landmarks out of the data and
match these landmarks to localize the robot in the map be-
ing learned. The other set of approaches such as [32, 20, 47]
use raw sensor data and perform a dense matching of the
scans. All these approaches, however, assume that the envi-
ronment is almost static during the mapping process. Espe-
cially in populated environments, additional noise is intro-
duced to the sensor data which increases the risk of errors
during the mapping process. To cope with these problems,
our system includes a feature-based technique for simulta-
neous mapping and localization. Additionally, it uses a peo-
ple tracking system to identify spurious measurements and
to consider them appropriately during the mapping process.

In addition, a variety of Web-based tele-operation in-
terfaces for robots has been developed over the last years.
Three of the earlier systems are the Mercury Project, the
“Telerobot on the Web”, and the Tele-Garden [17, 18, 46].
These systems allow people to perform simple tasks with
a robot arm via the Web. Since the manipulators oper-
ate in prepared workspaces without any unforeseen obsta-
cles, all movement commands issued by a Web user can be
carried out in a deterministic manner. Additionally, it suf-
fices to provide still images from a camera mounted on the
robot arm after a requested movement task has been com-
pleted. The mobile robotic platforms Xavier, Rhino and

Minerva [44, 7, 48] could also be operated over the Web.
Their interfaces relied on client-pull and server-push tech-
niques to provide visual feedback of the robot’s movements;
this includes images taken by the robot as well as a java-
animated map indicating the robot’s current position. How-
ever, their interfaces do not include any techniques to reflect
changes of the environment. 3D graphics visualizations for
Internet-based robot control have already been suggested by
Hirukawa et al. [23]. Their interface allows Web users to
carry out manipulation tasks with a mobile robot, by con-
trolling a 3D graphics simulation of the robot contained in
the Web browser.

The TOURBOT and WebFAIR systems use video
streams to convey observed information to the user. Addi-
tionally, they provide online visualizations of their actions
in a virtual three-dimensional environment. This allows the
users to choose arbitrary viewpoints and leads to significant
reductions of the required bandwidth.

3 Feature-based Mapping

In order to navigate safely and reliably, an autonomous
mobile robot must be able to find its position within its en-
vironment. For this purpose, the creation and maintenance
of suitable representations of the environment is necessary.
Two alternative mapping techniques have been developed,
that produce occupancy grid maps and feature maps, respec-
tively. The former is suitable for use with discrete (Markov-
based) localization approaches [8, 15, 27], while the latter
facilitates the use of continuous (Kalman filter based) local-
ization techniques, as well as hybrid approaches [4].

The feature-based mapping algorithm utilizes line seg-
ments and corner points which are extracted out of laser
range measurements. At first, a variant of the Iterative-End-
Point-Fit algorithm [33] is used to cluster the end-points of
a range scan into sets of collinear points. Corner points
are then computed at the intersections of directly adjacent
line segments [5]. During mapping, the pose of the robot
is estimated via a hybrid localization approach, namely a
switching-state-space model [4]. At each (discrete) state,
an Extended Kalman Filter (EKF) is used for accurate pose
estimation. The success of any Kalman filtering method
for localization tasks heavily depends on the correct data
association. If features are matched in a wrong way, then
any filter can diverge with the effect that the mapping pro-
cess fails. Our robot utilizes the method described in [4]
which is based on a dynamic programming string-search al-
gorithm. The algorithm exploits information contained in
the spatial ordering of the features. Additionally, the dy-
namic programming implementation furnishes it with com-
putational efficiency.

To close loops during mapping, the algorithm interleaves
localization and mapping just like other techniques which
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Figure 1. Line feature map (left) and occupancy grid map (right) of an exhibition site generated by the robot

rely on the popular EM-algorithm [49]. During the E-
step, our algorithm uses the EKF to provide a maximum
a-posteriori estimate of the robot pose given all available
measurements; in the M-step the mapped features are re-
calculated. This procedure is iterated until convergence is
achieved (no significant changes are made to the map fea-
tures) or a maximum number of iterations is reached. The
left image in Figure 1 shows a typical map of an exhibition
site resulting from this process. During mapping the robot
could successfully close several cycles.

To perform several navigation tasks, such as path plan-
ning and obstacle avoidance, the TOURBOT and WebFAIR
robots employ occupancy grid maps [34] and apply the
probabilistic algorithms described in [7, 11]. The right im-
age in Figure 1 shows a typical occupancy grid map that
is learned from the same data and used for the navigation
while the robot is giving tours.

4 People Tracking

Tour-guide robots by definition operate in populated en-
vironments. Knowledge about the position and the veloc-
ities of moving people can be utilized in various ways to
improve the behavior of tour-guide robots. For example, it
can enable a robot to adapt its velocity to the speed of the
people in the environment. It can also be used by the robot
to improve its collision avoidance behavior in situations in
which the trajectory of the robot crosses the path of a hu-
man. And of course, being able to keep track of people is
an important prerequisite for human-robot interaction.

The TOURBOT and WebFAIR systems apply
sample-based joint probabilistic data association fil-
ters (SJPDAFs) [41] to estimate the positions of people in
the vicinity of the robot. A set of particle filters [19, 37]
is employed to keep track of the individual persons in
the vicinity of the robot. The particle filters are updated
according to the sensory input and using a model of typical
motions of persons. The approach computes a Bayesian
estimate of the correspondence between features detected
in the sensor data and the different objects to be tracked.
In the update phase it then uses this estimate to update the
individual particle filters with the observed features.

The features are extracted from range data obtained with
two laser-range finders. These two sensors, which are
mounted at a height of 40 cm, cover the whole surrounding
of the robot at an angular resolution of 1 degree. To robustly
identify and keep track of persons, the robot extracts differ-
ent features. Persons typically generate local minima in the
distance profile of the range scan. To distinguish people
from static objects that produce similar features, our robot
additionally considers the changes in consecutive scans in
order to distinguish between static and moving objects. To
avoid that the robot loses track of a person when it is oc-
cluded by other persons or even objects in the environment,
the robot computes occluded areas. The information about
occluded areas is particularly useful for the computation of
the correspondences and for the updates of the particle fil-
ters in situations in which the corresponding feature is miss-
ing. The whole process is described in detail in [41].

Figure 2 shows a typical situation, in which the robot is
tracking up to four persons in its vicinity. As can be seen
from the figure, our approach is robust against occlusions
and can quickly adapt to changing situations in which addi-
tional persons enter the scene. For example, in the lower left
image the upper right person is not visible in the range scan,
since it is occluded by the person that is close to the robot.
The knowledge that the samples lie in an occluded area pre-
vents the robot from deleting the corresponding sample set.
Instead, the samples only spread out, which represents the
growing uncertainty of the robot about the position of the
person.

5 Mapping in Dynamic Environments

Learning maps with approaches as described in Sec-
tion 3 has received considerable attention over the last two
decades. Although all approaches possess the ability to
cope with a certain amount of noise in the sensor data,
they assume that the environment is almost static during the
mapping process. Especially in populated environments,
additional noise is introduced to the sensor data which in-
creases the risk of localization errors or failures during
data association. Additionally, people in the vicinity of
the robots may appear as objects in the resulting maps and
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Figure 2. Tracking people using laser range-finder data.

therefore make the maps not usable for navigation tasks.
Our mapping system, therefore, is able to incorporate the
results of the people tracking process during mapping [22].
This leads to several desirable advantages. First, by in-
corporating the results of the people tracker, the localiza-
tion becomes more robust. Additionally, the resulting maps
are more accurate, since measurements corrupted by people
walking by are filtered out. Compared to alternative tech-
niques such as [50] our approach uses a tracking technique
and therefore is able to predict the positions of the person’s
even in situations in which the corresponding features are
temporarily missing.

To avoid spurious objects in the map coming from beams
reflected by persons, a bounding box is computed for each
sample set of the people tracker. According to our technique
only such beams whose endpoint does not lie in any of the
bounding boxes are integrated. To cope with the possible
time delay of the people tracking process we also ignore
corresponding beams of several previous and subsequent
scans before and after the person was detected. During the
generation of the grid map one generally can be more con-
servative, because the robot usually scans every part of the
environment several times.

Figure 3 shows maps of the Byzantine and Christian Mu-
seum in Athens that were recorded with and without in-
corporating the results of the people-tracker into the map-
ping process. Both maps actually were generated using the

same data set. While the robot was gathering the data, up
to 20 people were moving in this environment. The left
image shows the endpoints of the laser-range data after lo-
calization. Obviously, a corresponding grid map would be
useless, since it would contain many spurious objects that
might have a negative effect on several standard navigation
tasks such as localization and path planning. The right im-
age of Figure 3 shows the Map resulting from our approach.
As can be seen from the figure, our robot is able to eliminate
almost all spurious objects so that the resulting map pro-
vides a better representation of the true state of the world.

6 The Web Interface

In addition to interacting with people in the exhibitions,
a main goal in our projects is to establish tele-presence over
the internet. Compared to interfaces of other systems such
as Xavier, Rhino and Minerva [44, 9, 42], the web interface
of the TOURBOT system provides enhanced functionality.
Instead of image streams that are updated via server-push or
client-pull technology, it uses a commercial live streaming
video and broadcast software [51] that provides continuous
video transmissions to transfer images recorded with the
robot’s cameras to the remote user. Additionally, web-users
have a more flexible control over the robot. They can con-
trol the robot exclusively for a fixed amount of time which
generally is set to 10 minutes per user. Whenever a user has
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Figure 3. Maps of the Byzantine and Christian Museum in Athens created without (left) and with (right) people filtering.

Figure 4. Web interface of the TOURBOT system for
exclusive control over the robot.

control over the robot, he/she can direct it to arbitrary points
in the exhibition. Also, the user can select from a list of pre-
defined guided tours. Furthermore, the user can direct the
robot to visit particular exhibits in the exhibition. At each
point in time, the user can request a high-resolution image
grabbed with the cameras maximal resolution. This way,
the interface combines the properties of previous systems.
In addition to that, it also allows to control the pan-tilt unit
of the robot. Thus, the user can look in arbitrary directions
at every point in time. Finally, it offers complex navigation
tasks. For example, the user can request the robot to move
around an exhibit in order to view it from all possible direc-
tions. The control page of the interface is depicted in Fig-
ure 4. The left side contains the predefined tours offered to
the user. The center shows the live-stream as well as a Java

applet animating the robot in a 2D floor-plan. This map can
also be used to directly move the robot to an exhibit or to
an arbitrary location in the exhibition. Between the map
and the live-stream, the interface includes control buttons
as well as a message window displaying system messages.
The right part of the interface shows multi-media informa-
tion about the exhibit including links to relevant background
information.

7 Enhanced Visualizations

Once instructed by a Web user, the robot fulfills its task
completely autonomously. Since the system also operates
during opening hours, the robot has to react to the visi-
tors in the museum. This makes it impossible to predict the
robot’s course of action beforehand. Therefore, it is highly
important, to visualize the environment of the robot and the
moving people therein, so that the web user gets a better
understanding of what is going on in the museum and why
the robot is carrying out the current actions.

A typical way of providing information to the users is
video streams, recorded with static or robot-mounted cam-
eras. This, however, has the disadvantage of limited per-
spectives and high bandwidth requirements. For these rea-
sons, we developed a control interface, which addition-
ally provides the user with a virtual reality visualization
of the environment including the robot and the people in
its vicinity. Based on the state information received from
the robot and our tracking algorithm, our control interface
continously updates the visualization. Depending on the
level of detail of the virtual reality models used, the Inter-
net user can obtain visualizations, whose quality is compa-
rable to video streams. For example, Figure 5 shows two
sequences of visualizations provided during the installation
of the system in the Deutsches Museum Bonn in Novem-
ber 2001 along with images recorded with a video camera
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Figure 5. The enhanced 3D visualization allows arbitrary view-points. The left sequence shows the real and the virtual
view through the robot’s cameras. The right images show the robot guiding three people through the museum and a
bird’s eye view of the scene.

and with the robot’s on-board camera. Within the graphics
visualization, people are shown as avatars. As can be seen,
the visualization is almost photo-realistic and the animated
avatars capture the behavior of the people in the scene quite
well.

Compared to the transmission of video streams, the
graphics-based visualization highly reduces the bandwidth
requirements of the control interface. TOURBOT’s stan-
dard web interface used a single video stream to trans-
mit images of 240 by 180 pixels in size with a frame rate
of about 5 Hz. This still required a bandwidth of about
40kBit/s. Compared to that, the graphics-based visualiza-
tion only needs about 1kBit/s to achieve the same frame
rate, if we assume that 7 people are constantly present in
the robot’s vicinity. It has the additional advantage, that
the bandwidth requirement is independent of the image size.
The graphics-based solution, therefore, allows for more de-
tailed visualizations. Beyond the bandwidth savings, the
graphics-based visualization offers an increased flexibility
to the Internet user. Virtual cameras can be placed any-
where and the viewpoints can even be changed at run-time,
as illustrated in the right image sequence of Figure 5. Our

current prototype implements these ideas. It uses Open In-
ventor models of the robot and of the environment for the
3D rendering. On start-up, the control interface connects to
the robot via TCP/IP and after downloading the model, the
visualization component receives state information from the
robot and starts rendering the scene accordingly.

8 The Speech Interface

To enhance the communication with users in the mu-
seum, the robots are equipped with a speaker-independent
speech interface. We employ a commercially available
speech system [36] that detects simple phrases. The in-
put of the user is processed and the parsed phrase is used
to generate corresponding actions. To improve the recogni-
tion rate, the software allows the definition of contexts, i.e.,
sets of phrases that are relevant in certain situations. De-
pending on user input or depending on the task that is cur-
rently carried out, the system can dynamically switch be-
tween the different contexts. The current system includes
20 different phrases, that can be used to request information
about the robot, the exhibition site, or even the time and the
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Figure 6. Person interacting with Albert during a Han-
nover trade fair demonstration.

weather. In several installations in populated environments
we figured out that the overall recognition rate is approx-
imately 90%. Figure 6 shows a scene in which a person
interacts with the robot Albert during the Hannover trade
fair in 2001. Here the person asked several questions about
the robot and requested information about the time (who are
you?, where are you from?, what are you doing here?). De-
pending on the input of the user the robot can dynamically
generate speech output. The text to be spoken is converted
into audio files that are directly sent to the sound card.

9 System Installation and Demonstration

In the framework of the TOURBOT project a number of
demonstration trials was undertaken in the premises of the
participating museums. More specifically, the TOURBOT
system has first been developed and fully tested in the labo-
ratory environment. Following that, and in order to acquire
performance data from actual museum visitors, the system
has been installed and demonstrated in the three museums
of the consortium. These demonstrations were combined
with relevant events in order to publicize and disseminate
the results of the project to professionals and the broader
public. Factual information of these events is as follows:

� Foundation of the Hellenic World, Athens, Greece,
May 28–June 2, 2001. Exhibition: “Crossia, Chitones,
Doulamades, Velades - 4000 Years of Hellenic Cos-
tume.” The exhibition area comprised 2000 square me-
ters. During the trial the robot operated approximately
60 hours covering a distance of 14 kilometers. More
than 1200 web users observed the exhibition through
TOURBOT. A typical situation, in which the robot
Lefkos guides visitors through the museum is shown
in Figure 7.

Figure 7. Robot Lefkos operating in the exhibition of
the Foundation of the Helenic World.

Figure 8. Robot Rhino operating in the Deutsches
Museum Bonn.

� Deutsches Museum Bonn, Bonn, Germany, November
6–11, 2001 (see Figure 8). Exhibition: “Part of the
permanent exhibition, highlighting scientific achieve-
ments that were awarded the Nobel Prize.” The exhi-
bition area in which the robot moved comprised about
200 square meters. The system operated about 60
hours, covering a distance of 10 km. Approximately
1900 web visitors had a look around the museum via
the robot.

� Byzantine and Christian Museum, Athens, Greece,
December 3–7, 2001 (see Figure 9). Exhibition:
“Byzantium through the eyes of a robot.” The exhibi-
tion area comprised about 330 square meters. During
the trial the robot operated 40 hours, covering a dis-
tance of 5.3 kilometers. The number of web users was
small in this trial, due to the following fact. Since the
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Figure 9. Robot Lefkos operating in the Byzantine
and Christian Museum.

Figure 10. Robot Albert interacting with a person at
the Heinz Nixdorf MuseumsForum. This picture is
curtesy of Jan Braun, Heinz Nixdorf MuseumsForum.

first day of the trial at the Byzantine and Christian Mu-
seum, a large number of (on-site) visitors were coming
to the exhibition. This forced the TOURBOT team to
the decision to devote significantly more time of the
system to on-site visitors as opposed to web visitors.

Additionally, TOURBOT was installed and operated for
a longer period of time (Oct. 2001–Feb. 2002) at the Heinz
Nixdorf MuseumsForum (HNF) in Paderborn, Germany
(see Figure 10). This was in the framework of the special
exhibition at HNF ”Computer.Gehirn” (Computer.Brain)
with a focus on the comparison of the capabilities of com-
puters/robots and human beings. Recently (June 2002),
TOURBOT was introduced for one week in the Museum
of Natural History of the University of Crete, Heraklion,
Greece.

Figure 11. Time required to install the different tour-
guide systems Rhino, Minerva, and TOURBOT.

9.1 Installation Time

The large number of test installations of the TOURBOT
system required sophisticated tools for the setup of the over-
all system. Obviously, the most crucial part is the genera-
tion of the navigation map. However, based on the tech-
niques described above, the overall mapping process could
in all cases be accomplished within several hours. To avoid
that the robot leaves its desired operational space or collides
with obstacles that cannot be sensed, we manually create a
second map with artificial obstacles. These artificial obsta-
cles are fed into the collision avoidance module [7] and thus
prevent the robot from moving into the corresponding areas.

A further time consuming process is the generation of
the multimedia-content that is presented to the user for each
exhibit. The TOURBOT system includes a generic Multi-
media database including html-pages, images, audio, and
video sequences. Material in the database can be changed
and/or edited using available software tools. Furthermore,
the robot is equipped with a task specification that defines
where the designated exhibits are and which content has to
be presented.

Most of the multimedia information pertinent to the ex-
hibits can be obtained directly from the exhibition sites,
since pictures, text and other relevant material are often al-
ready contained in existing Web presentations. The whole
setup can therefore be accomplished in less than two days.
This is an enormous speed-up compared to previous tour-
guide systems. Figure 11 shows the time required to install
the Rhino and Minerva systems [7, 48] in comparison to that
of the TOURBOT system. As can be seen, the TOURBOT
system requires significantly less time than Rhino and Min-
erva. Our experience with tour-guide robots in exhibition
sites suggests that three-dimensional models of exhibitions’
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premises are generally not available. The automatic genera-
tion of such models with the mobile robot itself is a subject
of ongoing research [21].

10 Conclusions

The goals set for by the TOURBOT and WebFAIR
projects are in-line with on-going activities towards the de-
velopment of fully autonomous robots that operate in pop-
ulated environments. The mentioned projects aim at the
development of interactive tour-guide robots, able to serve
web- as well as on-site visitors. Technical developments
in the framework of these projects have resulted in robust
and reliable systems that have been demonstrated and vali-
dated in real-world conditions. Equally important, the sys-
tem set-up time has been drastically reduced, facilitating its
porting in new environments. Current research extends the
navigation capabilities of the robotic systems by address-
ing obstacle avoidance in the cases of objects that are not
visible by the laser scanner [3], 3D mapping [21], mapping
in dynamic environments [22], predictive navigation [14],
and multi-robot coordination [16]. Moreover, in the context
of the above projects additional issues are addressed that
consider (a) how to adapt this technology in order to fit the
long-term operational needs of an exhibition site, (b) how
to evaluate the robotic system in terms of its impact to the
main function and objectives of the exhibition site (financial
impact, accessibility, marketing and promotion, impact on
visitor demographic, etc.), and (c) how to evaluate the con-
tent and educational added value to museum and exhibition
visitors, and generate a feedback to the technology develop-
ers in order to improve in the future the robotic avatars and
adapt further to the needs of the users.
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1. Abstract

This paper describes the background of the robot systems
used at the exhibitions: “Der Gehilfe - vom Dienstboten
zum Service-Design”/“AL SEU SERVEI!, del majordom
al servidor virtual” and the permanent exhibition at the
SiemensForum in Zürich, Switzerland.We describe the de-
sign and implementation of the control software which
was especially designed to be simple and robust. This has
enabled commissioning of the robot systems by the muse-
um staff (and not by expensive robot designers/service
personnel). Furthermore details on how the robot systems
have operated is provided.

2. Introduction

When designing the exhibition “Der Gehilfe - vom Di-
enstboten zum Service-Design” at the “Museum für Ge-
staltung Zürich” and the “Kunsthalle Krems” [1] the exhi-
bition makers wanted to have a live robot integrated as
part of the exhibition1. Eventually the author was ap-
proached and a system designed around the SmartROB-2
mobile robot platform was proposed. The SmartROB-2
mobile robot platform is an improvement of the mobile ro-
bot kit described in [3], and it is commercially available
from MRS Automation GmbH.

As a results of the discussions between the robot design-
er and the exhibition designers a robot system that navi-
gates around the exhibition and at pre-defined points
(waypoints) reads out text relevant to the exhibition items
close by. In addition to fulfilling the above functional re-
quirement the following aspects must also be considered
by the robot designer (more-or-less order of importance):

• The robot system may not bump into anything or any-
body

• The robot system must be as cheap as possible
• The robot system must operate autonomously (i.e.

without human intervention) for 1 full exhibition day
(maintenance etc. only in the evenings)

• The robot system must be installable at a new exhibi-
tion site by non-technical personnel (the exhibition
was designed from the outset to be movable and pre-
sented by various museums)

• The order of the texts to be spoken must be changea-
ble, since, due to the specifics of the exhibition rooms
of the various museums, the exhibition could not be
kept identical at all the venues

• The texts themselves must be changeable
Based on these requirements a robot system based on the

SmartROB-2 platform was proposed which will be de-
scribed in detail subsequently. The robot system, as a part
of the exhibition, was installed, and used during the fol-
lowing exhibition venues (see also figure 1 for a visualiza-
tion of this robot system). The robot was given the name
“museomobil” by the exhibition designers.
• February to May 2000, Museum für Gestaltung

Zürich, Ausstellungsstr. 60, CH-8005 Zürich (9
weeks, 3 days/week: 10h, 3 days/week: 7h).

• December 2000 to February 2001, Kunsthalle Krems,
Franz Zeller Platz 3, A-3500 Krems-Stein (8 weeks,
daily, 8 hours per day)

• May to August 2001, Museum für Kunst und Kultur-
geschichte, Hansastraße 3, D-44137 Dortmund (12
weeks, 4 days/week: 7 h, 1 day/week: 10h, 1 day/
week: 5 h)

• April to June 2002, MUSEU DE LES ARTS DECO-
RATIVES, Palau Reial de Pedralbes, Av. Diagonal,
686, E-08034 Barcelona (10 weeks, 5 days/week 8h, 1
day/week: 5h). Exhibition ran under the name: “AL

1. The exhibition, compatible with its theme, already had current
robots for service tasks on display. However, the suppliers of
these robots did not allow the exhibition makers to “show them
live”.
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SEU SERVEI!, del majordom al servidor virtual”
As a direct result of the exhibition in Zürich the robot de-

signer was approached by Siemens in Zürich, Switzerland
to design a similar robot system integrated in the perma-
nent exhibition at the SiemensForum in Zürich. In particu-
lar the robot system should be integrated into the part of the
exhibition which shows the Automation and Drives
(A&D) business segment of Siemens. This robot system
has been operational since November 2000 at the Siemens-
Forum, Freilagerstrasse 28, CH-8047 Zürich (see also fig-
ure 2 for a visualization

Compared to the system used at the exhibition “Der Ge-
hilfe - vom Dienstboten zum Service-Design” a number of
improvements was required:
• Whereas the batteries of the original design was

charged using an external charger and connecting the
charger was done by hand in this case the charging was
to be automatic

• The actions of the robot was to partly controlled by an
external PLC1 system supplied by the A&D group of
Siemens

• The robot was to have a more interesting design (pro-
vided by Siemens) which meant that additional digital
IO had to be provided by the robot controller

3. Detailed Systems Description

Based on the constraints described above the SmartROB-
2 platforms was selected as a basis for the developments.
For the navigation along the fixed course on inductive wire
was chosen, a system still widely used in the AGV indus-
try. The on-robot antenna and signal processing electronics
generates a bi-polar analogue signal that is proportional to
the displacement of the guide wire from the centre of the
antenna. The guidance wire consists on one single loop
which goes via all the waypoints. At the waypoints a sepa-
rate frequency is present along the guide wire. The robot
system moves in only one direction along the guidance
wire. With the differential drive system employed in the
SmartROB-2 a simple PID controller can be designed to
follow the wire using as control output the rotational veloc-
ity of the robot.

A SICK PLS Laser Scanner, programmed with a fixed
protective field and triggering a “stop” of the robot with its
digital output was employed to ensure that the “no-colli-
sion” requirement was met. The digital signal from the
SICK is read by software and based on this signal the trans-
lational velocity component of the robot.

With this scheme, installation essentially consists of lay-
ing the guide wire and the signal wires. A task that was ac-
complished by the personnel of the museums/exhibitions
without onsite support of the system supplier2.1. Programmable Logic Controller, an embedded computer specifi-

cally designed for industrial automation.

Figure 1. The “museomobil” at the opening of one of
the exhibitions. The guide wires can be seen as white
stripes. The conductive part of the guide was realized
using “copper tape”

Figure 2. “Kasimir” interacting with the curator of the
“SiemensForum” in Zürich.The guide wires are invisi-
ble, as they are put beneath the double flooring.



Since both low cost and high flexibility is demanded of
the spoken texts it was decided against integrating any spe-
cial hardware for replay of spoken text (apart from conven-
tional active loudspeaker as can be connected to any desk-
top PC). Instead the real-time capability of the existing ro-
bot controller and one free digital to analogue (DA)
converter (connected to line in of the active loudspeakers)
was exploited. Under the XO/2 operating system [2] in use,
installing a high frequency (10s of kHz) task that reads
from an audio file and generates the corresponding signal
on the DA converter. Since no HW is available to decode
highly compressed formats a “simple” format like WAV
was selected. Obviously with this scheme it is not possible
to generate hi-fi quality sound, furthermore extensive stor-
age space is needed to store the audio data. Since all the
hardware is already available on the robot controller this
functionality could be implemented without causing high-
er system costs. Changing the texts to be spoken means re-
cording and encoding the texts as WAV files and writing
these onto the file system of the robot controller. Physical-
ly writing the file system (which also determined the order
in which the texts are played) must be done by the robot de-
signer. As this is only necessary once for each exhibition
this was deemed acceptable1.

The texts are associated with the aforementioned way-
points and the waypoints are detected by the presence of a
separate frequency along the guide wire. As the number of
different frequencies that can be separated is limited one
particular frequency pattern may be available at more than
one waypoint. By internally to the robot software keeping
track of where the robot has been the waypoints are
uniquely identified. When the waypoint has been identi-
fied a separate process is started to replay the audio file as-
sociated to this point (or indeed take any other action).

The standard SmartROB-2 kit has a on board battery sup-
ply of 24V and 12 Ah (gel lead acid). Initial experiments
showed that this would be adequate for approximately 5
hours operations. Whereas 10 hours continuos operation is
required for the museomobil the specifications were re-
laxed so that one battery change per day was allowed. Care
was taken so that such a battery change can be done quick-
ly by the museum guards (or other museum personnel).

The robot systems must be operated by non-technical
personnel. Hence, no complex startup scheme can be toler-
ated, nor can a lengthy startup. This has been achieved by
using traditional embedded system design techniques. The
whole robot system boots from on-board flash containing
a statically pre-linked image. Additionally this flash also
contains a file system where the text to be spoken is locat-

ed. In this way the system is operational within 30 seconds
and the only interaction between the personnel and the ro-
bot is the on/off switch (which is hidden so as to avoid tem-
pering by the visitors) and (in the case of the robot for the
“Der Gehilfe - vom Dienstboten zum Service-Design”) the
battery connector. The signal generator is permanently
switched on. The feedback to the operator indicating that
the robot is operational is that it centers itself over the
guide wire and, if un-obstructed, starts driving along the
guide wire.

For Kasimir such operation was undesirable. The exhibi-
tion in the SiemensForum is not permanently open but
guided tours by the museum personnel are given on re-
quest. Furthermore, there is no personnel resources avail-
able that can ensure that the batteries are always charged.
Therefore the system was enhanced with a docking unit for
charging the batteries. Also, controlled by the external
PLC, the robot is not continuously moving but started (it
stops automatically) and sent to a given waypoint. At one
of these waypoints the contacts for the charger is located.

The operation of Kasimir is as follows: 1) move to way-
point a and stop, 2) request a special cube to be placed on
top of robot (done by visitor), 3) move to waypoint b and
stop, 4) external vision system tries to identify the cube and
plays a video depending on which cube was picked by the
visitor, 5) move to start position (where docking mecha-
nism for the charger is) and stop. To ensure correct opera-
tion the PLC can query the robot for the presence of the
cube (mechanical switch), the position of the robot along
the guide wire.

The navigation methods and general operation of these
robot systems contrasts with what is found in the academic
literature, which tend to be far more complex (see for ex-
ample [4]). Although we agree that our system is limited in
terms of its navigation we believe that free-ranging laser-
navigating systems are currently too costly, both in terms
of hardware costs and installation costs, for many installa-
tions.

4. User Feedback & Lessons Learned

The museomobil has, at its 4 venues, covered a distance
of 677 km (assuming 1883 hours running time and an av-
erage speed2 of 0.1 m/s). During this whole period there
have been no reports of fundamental malfunctioning of the
control software.

The reported issues have been:
• The quality and loudness of the replayed texts are not

adequate. This has been reported also by a number of
visitors

2. With one exception, and the robot designer always wanted to go
to Barcelona.

1. Experience also showed that mechanical wear parts (wheels,
bearings, gears, etc.) needed replacement, and this service could
easily be combined with reprogramming of order and content of
the texts (if necessary).

2. The un-obstructed speed of the robot is programmed to be 0.2 m/
s, the estimate of an average speed of 0.1 m/s caters to stopping
because of obstruction and battery change. Unfortunately no
more accurate data is available.



• The battery capacity should be higher to allow 10h
operation without recharging

• The battery lifetime (number of charge/discharge
cycles) should be higher. In Barcelona the robot system
failed at the end of the exhibition because of this and
due to logistics issues it could not be resolved.

• The wear parts should be (a bit) more robust. At the
end of the exhibition in Zurich the behaviour was
reported as “not very good” (however no service call
was requested). The inspection afterwards showed
damaged bearings.

Much to our surprise we have not been confronted with
complaints on the lack of “intelligence” and flexibility.
This can be explained by the fact that the expectation to the
robot system in the exhibition is not very high (no special
mention of the presence of a museum guide robot in the
promotional material of the exhibitions). Also the robot
was designed into the exhibition and in the press clipping
it is rarely mentioned and as such is not perceived so much
as “A Robot” but is a part of the exhibition.

There has also been no, known to us, complaints on the
presence of the, rather ugly, guide wires.

In the case of Kasimir the distance travelled is not known,
but believed to be significantly smaller. Partly the reported
issues have been similar. In particular the battery lifetime
has not been satisfactory, this might be due to the different
duty cycle/operation of the robot.

It has been mentioned previously that the frequencies in-
dicating the waypoints is not unique. This occasionally
causes the robot to “believe” that it is at another position
than it, in reality, is at.

In the case of the museomobil it recovers at one unique
location along the loop. The texts have been spoken at “the
wrong places”, however this happens, in the worst case,
one full loop before the process recovers, and there has
been no reports of this (it might still have happened, no-
body noticed).

In the case of Kasimir this is known to happen every now
and then. Also here the robot recovers by the end of the
loop, however, the demo and interaction with the PLC is in
such cases less than impressive.

There has also been one reported case of a broken guide
wire (after 1 year of operation). Upon inspection it was im-
possible to detect any crack or other source of bad contact
and after disconnecting and reconnecting the signal gener-
ator the system worked as designed.

5. Conclusion and Outlook

By relying upon well proven navigation methods and the
simplest of obstacle avoidance scheme we have installed
museum guide robots at five different sites. In general the
response from the users have been positive, although a few
reliability issues still remain.

The reliability issues can, we believe, be mastered by us-
ing well proven techniques (e.g. unique transponders for
position), however, due to financial reasons, there has been
no opportunities to verify this.

The museomobil has been a demonstration of concept
and apart from costs of replacement parts and expenses in-
curred at one installation there has been no financial trans-
actions involved.

Kasimir has been a commercial projects and, by focusing
on low system cost, has at least covered its expenses.

It would be better in many respects to replace the induc-
tive navigation by laser navigation. In industrial AGV
projects this has been done by MRS Automation GmbH.
Until now there have been no opportunities to test this nav-
igation in museum environments.
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On the Prospects of Robots in Museums

Dr. Andrea Niehaus, Deutsches Museum Bonn,
 Ahrstraße 45, 53175 Bonn, Germany

Introduction

Access to exhibits is a crucial issue in museums that is recently approached under
new, technological perspectives. This development particularly took place in technical
museums. In the last years the introduction of media-technologies could be
observed, such as media- and Web-presentation and graphical animations. More and
more Web-technologies are employed giving access to selected exhibits. The Web-
visitors sometimes even has the opportunity to have a virtual tour through some or all
departments. In a very few cases, high-end technologies, such as virtual reality or
robotics, are employed in museums. This contribution will focus on the prospects of
robots in museum, an emerging field of imparting knowledge.

Robots in Museums within the changing concepts of imparting knowledge

Collecting (exhibits), retaining (exhibits) and imparting (the knowledge on them) are
the central functions of a museum. The first two functions have remained unchanged
until now, but the way of imparting knowledge to visitors underwent a considerable
change. This new situation is due to social and technological innovation. The concept
of imparting knowledge has changed from the museum of the 19th century focusing
on dry and pitiless instruction to an environment of active and easy learning.
Museums have to consider this, if they want to remain interesting places to see for
their visitors. Museum robots can be excellent tools in the framework of new
concepts in imparting knowledge. Examples from museum's practices will elucidate
this issue.

Implementation
Possessing such an excellent tool is one thing, implementing it into a running
museum programme is another. Introducing a robot in a museum is a conceptual
challenge in the first place whereas the complex social framework and economic
implications should not be underestimated. Social aspects include: the concept of the
robot itself (its tasks in the museum), its interaction with the public (emotional
address, appropriate behaviour in interactions with visitors) and its social integration
in the museum (human tour guides vs. robot tour guides). Particularly the latter is an
important issue that may be decisive for the museum management to buy a museum
robot. The conceptual aspects of the robot also play an important role in the
acquisition of financial means for its purchase. Potential sponsors are easily
convinced to contribute to such a project if the implementation of the robot in the
museum is attractive, achieving a successful balance between conceptual, social and
technical aspects (such as a high reliability and a user-friendly system).

Conclusion
A short insight into these issues and their interdependencies will be provided to draw
some first conclusions on robots in museums as exciting and fascinating new
approaches in forward-looking concepts of imparting knowledge.
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Abstract
HERMES, a laboratory prototype of a humanoid service
robot, served in a museum, far away from its home labo-
ratory, for more than six months up to 18 hours per day.
During this period the robot and its skills were regularly
demonstrated to the public by non-expert presenters.
Also, HERMES interacted with the visitors, chatted with
them in English, French and German, answered ques-
tions and performed services as requested by them. Only
three major failures occurred during the 6-months-pe-
riod, all of them caused by failures of commercially avail-
able modules that could easily be replaced.

Key to this success was the dependability that had
been designed into HERMES. We introduce the concept
of dependability and describe the design strategies that
have led to a high degree of dependability of our robot.
To be accepted by society and to be entrusted with impor-
tant or even critical services, future service robots must
be similarly dependable as today�s cars or telephones.
We argue that true dependability of complex intelligent
robots can only be achieved by actually building and
integrating prototypes and subjecting them to long-term
tests with outsiders and away from their home laborato-
ries. In fact, by demonstrating HERMES in the museum,
at trade fairs and in TV studios we have learned valuable
lessons, especially regarding the interaction of a complex
service robot with unknown humans.

1 Introduction
Exhibitions offer excellent opportunities for studying and
evaluating a robot�s communication skills and depend-
ability under real-world conditions, especially if the robot
is exposed to the public, and allowed to interact with it,
for extended periods of time. However, to have a chance
of surviving such a long-term test at an exhibition without
annoying failures, a robot must be much more dependable
than a typical research robot in a laboratory.

This requirement is probably the reason that, to the
best of our knowledge, only two research groups have
ever undertaken long-term experiments with their robots

interacting with strangers outside their own laboratories.
One, the museum tour guide, Sage, installed by the group
of Nourbakhsh at the Carnegie Museum of Natural His-
tory in Pittsburgh [Nourbakhsh et al. 1999], and two, the
entertaining robots of Fraunhofer IPA [Graf et al. 2000],
still working in the entry hall of the telecommunications
museum in Berlin. Both projects accumulated valuable
experience in non-expert operation in a crowded environ-
ment well over a year. During the World Exposition 2000
in Hannover, 72 mobile robots (size 1.6 to 4.5 meters)
were constantly moving freely on a surface of 5000  m2

with speeds up to 0.25 m/s while reacting to the presence
of visitors and coordinating themselves in relation to each
other [BBM Expo 2000]. Unfortunately, up to date we
have not become aware of any scientific report on this
experiment. Similar tests were carried out by Thrun and
Burgard with the robots RHINO [Burgard et al. 1999]
and MINERVA [Thrun et al. 2000], albeit under the su-
pervision of experts and only for a few days. Long-term
experiments with mobile robots in their respective insti-
tute environments were carried out by [Simmons et al.
1999] at the Robotics Institute (CMU, Pittsburgh) with
the robot XAVIER, one of the first mobile robots control-
lable via a Web interface, and by a research group at the
Institute of Robotics (ETH, Zürich) with a mobile mail
distribution system called MOPS [Tschichold et al.
2001]. Commercially available robots that do not possess
complex interaction interfaces, but are nonetheless easy
to operate and have been exposed to a general public, are
the Helpmate robot [King, Weiman 1990], that was in-
stalled in dozens of hospitals world-wide, and a cleaning
machine equipped with a Siemens Corporation navigation
system, still working in a supermarket in the Netherlands
[Endres et al. 1998].

There might be other groups that have been carrying
out similar experiments, but the fact that those experi-
ments have not been reported at major conferences shows
that integration and dependability issues as well as long-
term experiments are not yet considered important and
interesting problems, neither in the robotics research
community nor by the funding agencies or bodies. Also,
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Figure 1: Humanoid experi-
mental robot HERMES; 1.85 m
x 0.7 m x 0.7 m; mass: 250 kg

the projects listed above focused primarily 3. Designing for ease of maintenance
on navigation and more or less simple 4. Striving for a tidy appearance
human-robot communication (more com- These design strategies have guided us in
plex in case of MINERVA and RHINO). � the design and construction of our humanoid
We wonder if service or personal robots will robot HERMES (Figure 1). They are ex-
ever become valuable servants of our future plained in greater detail in the sequel.
society if not more robots are fielded for
extended periods of time with a richer set of
functionalities, a higher level of human-ro-
bot interaction and in realistic settings.

As we pointed out before, dependability
is crucial for a robot to be able to serve at an
exhibition, and also for future personal and
service robots to be accepted by society.
�Dependability� is a system concept that
integrates such attributes as reliability,
availability, safety, confidentiality, integrity,
and maintainability [Laprie 1992]. The
goals behind the concept of dependability
are the abilities of a system to deliver a ser-
vice that can justifiably be trusted and to
avoid failures that are more frequent or
more severe, and outage durations that are
longer, than is acceptable to the user(s).

Our society largely depends on infra-
structures that are controlled by embedded
information systems and the dependability
concept has been widely employed for such systems. Al-
though future service and personal robots are supposed to
become an important part of our future society, depend-
ability aspects have been largely neglected by researchers.
However, dependability is needed especially for these
types of robots because they are intended to operate in
unpredictable and unsupervised environments and in
close proximity to, or in direct contact with, people who
are not necessarily interested in them, or, even worse,
who try to harm them by disabling sensors or playing
tricks on them.

It is one aim of this paper to raise the awareness for
research on integration and dependability, and for long-
term experiments. There is no other way to increase the
dependability of service robots in the long run.

2 Designing for Dependability 
In our opinion the dependability of a robot is not some-
thing that can be added on after the robot has been de-
signed and built. Rather, it must be designed into the ro-
bot and, specifically, it emerges from the following de-
sign strategies:
1. Learning from nature how to design reliable, robust

and safe systems
2. Providing natural and intuitive communication and

interaction between the robot and its environment

Learning from nature. According to the
classic approach, robot control is model-bas-
ed. Numerical models of the kinematics and
dynamics of the robot and of the external
objects that the robot should interact with, as
well as quantitative sensor models, are the
basis for controlling the robot�s motions.
The main advantage of model-based control
is that it lends itself to the application of
classical control theory and, thus, may be
considered a straightforward approach. The
weak point of the approach is that it breaks
down when there is no accurate quantitative
agreement between reality and the models.
Differences between models and reality may
come about easily; an error in just one of the
many coefficients that are part of the numer-
ical models can suffice.

Organisms, on the other hand, are robust
and adapt easily to changes of their own
conditions and of the environment. They

never need any calibration, and they normally do not
know the values of any parameters related to the charac-
teristics of their �sensors� or �actuators�. Obviously, they
do not suffer from the shortcomings of model-based con-
trol which leads us to the assumption that they use some-
thing other than quantitative measurements and numerical
models for controlling their motions. Perhaps their mo-
tion control is based on a holistic assessment of situations
for the selection of behaviors to be executed. Possibly
robotics could benefit from following a similar approach.

Following this line of argumentation we strongly be-
lieve that sensing in general should be based on the sens-
es that have proved their effectiveness in nature. There-
fore, vision � the sensor modality that predominates in
nature � is also an eminently useful and practical sensor
modality for robots. Also, tactile sensing and hearing may
greatly improve a robot�s safe operation as shown by
nature.
Providing natural and intuitive communication and
interaction. Any person who might encounter a service
robot needs to be able to communicate and interact with
it in a natural and intuitive way. Therefore, the communi-
cation interface has to be designed in such a way that no
training would be required for any person who might get
in contact with the robot. This can be achieved if the
human-robot communication resembles a dialogue that
could as well take place between two humans.



     

Figure 2: Modular and adaptable hardware architecture for informa-
tion processing and robot control.

Designing for ease of maintenance. The first step to
make a complex system dependable is to make its com-
ponents reliable. Moreover, we believe that only a robot
that needs little or no maintenance and that can be easily
repaired (if ever needed) will be accepted as a co-worker,
caretaker or companion.
Striving for a tidy appearance. It is a matter of personal
experience that, especially in research environments, ro-
bots often fail because of broken cables and unreliable
connections. Such robots often look very cluttered with
cables criss-crossing each other, and circuitry and con-
nectors hidden under bundles of wires. This not only
makes visual inspection difficult, but it may also be taken
as an indication that those who built and maintain the
robot have placed little emphasis on a systematic design.
Although software is not visible, the observer wonders
whether the structure of the robot's software might resem-
ble the layout of the robot�s wiring.

3 The Humanoid Robot HERMES
In designing our humanoid experimental robot HERMES
we placed great emphasis on modularity and extensibility
of both hardware and software [Bischoff 1997].

3.1 Hardware
HERMES has an omnidirectional undercarriage with 4
wheels, arranged on the centers of the sides of its base.
The front and rear wheels are driven and actively steered,
the lateral wheels are passive. The manipulator system
consists of two articulated arms with 6 degrees of free-
dom each on a body that can bend forward (130°) and
backward (-90°). The work space extends up to 120 cm in
front of the robot. Currently each arm is equipped with a
two-finger gripper that is sufficient for basic manipulation
experiments.

Main sensors are two video cameras mounted on inde-
pendent pan/tilt drive
units in addition to the
pan/tilt unit that controls
the common �head� plat-
form. The cameras can be
moved with accelerations
and velocities comparable
to those of the human eye.

HERMES is built from
25 drive modules with
identical electrical and
simi la r  mechanical
interfaces yielding 22 de-
grees of freedom. Each
module contains a motor,
a Harmonic Drive gear, a
micro-controller, power
electronics, a communica-

tion interface and some sensors. The modules are con-
nected to each other and to the main computer by a single
bus.

A hierarchical multi-processor system is used for
information processing and robot control (Figure 2). The
control and monitoring of the individual drive modules is
performed by the sensors and controllers embedded in
each module. The main computer is a network of digital
signal processors (DSP, TMS 320C40) embedded in a
ruggedized, but otherwise standard industrial PC. Sensor
data processing (including vision), situation recognition,
behavior selection and high-level motion control are per-
formed by the DSPs, while the PC provides data storage,
Internet connection and the human interface.

3.2 Software and System Architecture
Seamless integration of many � partly redundant � de-
grees of freedom and various sensor modalities in a com-
plex robot calls for a unifying approach. We have devel-
oped a system architecture that allows integration of mul-
tiple sensor modalities and numerous actuators, as well as
knowledge bases and a human-friendly interface. In its
core, the system is behavior-based, which is now gener-
ally accepted as an efficient basis for autonomous robots
[Arkin 1998]. However, to be able to select behaviors
intelligently and to pursue long-term goals in addition to
purely reactive behaviors, we have introduced a situation-
oriented deliberative component that is responsible for
situation assessment and behavior selection.

Figure 3 shows the essence of the situation-oriented
behavior-based robot architecture as we implemented it.
The situation module (situation assessment & behavior
selection) acts as the core of the whole system and is
interfaced via �skills� in a bidirectional way with all
other hardware components � sensors, actuators, knowl-
edge base storage and MMI (man-machine, machine-
machine interface) peripherals.

These skills have direct
access to the hardware com-
ponents and, thus, actually
realize behavior primitives.
They obtain certain infor-
mation, e.g., sensor read-
ings, generate specific out-
puts, e.g., arm movements
or speech, or plan a route
based on map knowledge.
Skills report to the situation
module via events and mes-
sages on a cyclic or inter-
ruptive basis to enable a
continuous and timely situ-
ation update and error han-
dling.



     

Figure 3: System architecture of a personal
robot based on the concepts of situation,
behavior and skill.

The situation module fuses via promising results of our experiments is
skills data and information from all that our calibration-free approach
system components to make situation seems to pay off, because we experi-
assessment and behavior selection enced drifting of system parameters
possible. Moreover, it provides gen- due to temperature changes or simply
eral system management (cognitive wear of parts or aging. These drifts
skills). Therefore, it is responsible for could have produced severe problems,
planning an appropriate behavior se- e.g., during object manipulation, if the
quence to reach a given goal, i.e., it employed methods relied on exact ki-
has to coordinate and initialize the nematic modeling and calibration.
in-built skills. By activating and de- Since our navigation and manipulation
activating skills, a management pro- algorithms only rely on qualitatively
cess within the situation module real- (not quantitatively) correct information
izes the situation-dependent concate- and adapt to parameter changes auto-
nation of elementary skills that leads matically, the performance of HER-
to complex and elaborate robot be- MES is not affected by such drifts.
havior. For a more profound discus- In the sequel we concentrate on
sion of our system architecture which demonstrations that we performed out-
bases upon the concepts of situation, behavior and skill side the familiar laboratory environment, namely in tele-
see [Bischoff, Graefe 1999]. vision studios, at trade fairs and in a museum where

Several of the fundamental concepts developed at our HERMES was operated by non-experts for an extended
Institute were implemented in HERMES and contribute to period of time. Such demonstrations, e.g., in television
its remarkable dependability: e.g., an object-oriented vi- studios, subjects the robot to various kinds of stress. First
sion system with the ability to detect and track multiple of all, it might be exposed to rough handling during
objects in real time [Graefe 1989] and a calibration-free transportation, but even then, it should still function on
stereo vision system [Graefe 1995]. Also, the sensitivities the set. Second, the pressure of time during recording in
of the cameras can be individually controlled for each a TV studio requires the robot to be dependable; program
object or image feature, and several forms of learning adaptation or bug-fixing at the location is not possible.
assure adaptation to changing system parameters as well HERMES has performed in TV studios a number of times
as working in new environments from scratch. Moreover, and we have learned much through these events. We
a speaker-independent speech recognition for several found, for instance, that the humanoid shape and behav-
languages and robust dialogues form the basis for various ior of the robot raise expectations that go beyond its ac-
kinds of human-robot interaction [Bischoff , Graefe tual capabilities, e.g., the robot is not yet able to act upon
2002]. a director�s command like a real actor (although some-

4 Experiments and Results
Since its first public appearance at the Hannover Fair in
1998 where HERMES could merely run (but still won
�the first service robots� race�!) quite a number of experi-
ments have been carried out that prove the suitability of
the proposed methods. Of course, we performed many
tests during the development of the various skills and
behaviors of the robot and often presented it to visitors in
our laboratory. The public presentations made us aware of
the fact that the robot needs a large variety of functions
and characteristics to be able to cope with the different
environmental conditions and to be accepted by the gen-
eral public. 

In all our presentations we have experienced that the
robot�s anthropomorphic shape encourages people to
interact with it in a natural way. As presented in the pre-
ceding sections, HERMES possesses several other prom-
ising features inside and outside that makes it intrinsically
more reliable and safer than other robots. One of the most

times expected!). It is through such experiences that sci-
entists get aware of what �ordinary� people expect from
robots and how far, sometimes, these expectations are
missed.

Trade fairs, such as the Hannover Fair, the world�s
largest industrial fair, pose their challenges, too: hundreds
of moving machines and thousands of people in the same
hall make an incredible noise. It was an excellent envi-
ronment for testing the robustness of HERMES� speech
recognition system.

Last but not least, HERMES was field-tested for more
than 6 months (October 2001 - April 2002) in the Heinz
Nixdorf MuseumsForum (HNF) in Paderborn, Germany,
the world�s largest computer museum. In the special ex-
hibition �Computer.Brain� the HNF presented the current
status of robotics and artificial intelligence and displayed
some of the most interesting robots from international
laboratories, including HERMES.

We used the opportunity of having HERMES in a
different environment to carry out experiments involving



     

Figure 4: HERMES executing service tasks in the office environment of the Heinz Nixdorf MuseumsForum: (a) dialogue with an a
priori unknown person with HERMES accepting the command to get a glass of water and to carry it to the person�s office; (b) asking
a person in the kitchen to hand over a glass of water; (c) taking the water to the person�s office and handing it over; (d) showing
someone the way to a person�s office.

all of its skills, such as vision-guided navigation and map ed to function, all of them commercially available and
building in a network of corridors; driving to objects and easily replaceable. According to the museum staff, HER-
locations of interest; manipulating objects, exchanging MES was one of the few robots at the show that could
them with humans or placing them on tables; kinesthetic regularly be demonstrated in action, and among them it is
and tactile sensing; and detecting, recognizing, tracking considered the most intelligent and most dependable one.
and fixating objects while actively controlling the sensi- This statement is supported by the fact that the museum
tivities of the cameras according to the ever-changing staff never called for advice once the initial setup was
lighting conditions. HERMES was able to chart the office done. We had expected to give much more support and
area of the museum from scratch upon request and deliv- wondered how often we would have to travel from Mu-
ered services to a priori unknown persons (Figure 4). In nich to Paderborn (a six-hour-drive, one way) to help.
a guided tour through the exhibition HERMES was taught Actually, we only were in Paderborn for setting up the
the locations and names of certain exhibits and some ex- robot for the exhibition, for presenting and documenting
planations relating to them. Subsequently, HERMES was our research work during the first two weeks after the
able to give tours and explain exhibits to the visitors. exhibition�s opening and for 4 days of documentation
HERMES chatted with employees and international visi- work in December.
tors in three languages (English, French and German). Preparing the robot for the exhibition was indeed fun,
Topics covered in the conversations were the various but also a lot of work: it made us realize that many opera-
characteristics of the robot (name, height, weight, age, tional details had never been documented before, such as
...), exhibits of the museum, and actual information re- powering the robot on and off, charging the batteries,
trieved from the World Wide Web, such as the weather starting the main program and testing functionality. Now
report for a requested city, or current stock values and they had to be written down in a manual for non-experts,
major national indices. HERMES even entertained people i.e., people with little engineering background. Actually,
by waving a flag that had been handed over by a visitor; the museum staff had insisted on having such a reference
filling a glass with water from a bottle, driving to a table guide, but as a matter of fact, it shared the fate of most
and placing the glass onto it; playing the visitors� favorite reference manuals in the world: it was almost never
songs and telling jokes that were also retrieved from the looked at, because people rather like to try out how things
Web (Figure 5). work instead of studying manuals, which makes the need

5 Lessons Learned
We found it interesting to observe how HERMES, actu-
ally just a laboratory prototype despite its designed-in
dependability, survived the daily hard work far away
from its �fathers�, where no easy access to repair and
maintenance was available, and how it got along with
strangers and even with presenters who did not know
much about robot technology. In fact, we were surprised
ourselves that it performed so well. During 6 months of
operation (lasting up to 18 hours a day during video re-
cordings for documentation purposes) only one motor
controller, one drive motor and one audio amplifier ceas-

for safe behavior even more evident. 
Being afraid that the robot might come back to our

university in pieces, we had made an effort to finish
many of the laboratory�s research projects before sending
HERMES to the museum. Actually, such time pressure
helped to speed up work on algorithms and implementa-
tion details.

Although we knew that thorough testing is only possi-
ble in different environments with numerous different
people interacting with the robot, we had never before
really been able to do so over an extended period of time.
This exhibition gave us the opportunity, and eventually,
it proved that our concepts and approaches (as presented



     

Figure 5: HERMES performing at the special exhibition �Computer.Brain�, instructed by natural language commands: taking over a
bottle and a glass from a person (not shown), filling the glass with water from the bottle (a); driving to and placing the filled glass onto
a table (b); interacting with the visitors (here: waving with both arms, visitors wave back!) (c)

in chapters 2 and 3) were correct. Consequently, to really other hand, behaviors that the developers considered
see the robot working in a completely different environ- more impressive, such as navigation and manipulation,
ment, operated by non-experts for over 6 months, was were taken for granted. The interaction capabilities on top
certainly the most valuable experience of this long-term of assumed (normal) behavior is what most people are
experiment. Some behaviors worked much better in the interested in. Certainly, this does not simplify the robot
new environment than in our institute, others worse. For scientist�s work since his robots obviously have to �com-
example, navigation worked much better on the one hand pete� with the well-known robots from science fiction
because the floor was not as reflective as our institute�s movies.
floor. On the other hand, the overall lighting conditions According to a museum press release, more than
were rather poor and in the actual exhibition area it was 80.000 visitors had been attracted by the special exhibi-
almost too dark to navigate by means of vision. Although tion �Computer.Brain� which was 30.000 more than had
a large part of the exhibition featured red and yellow been hoped for. The maximum capacity of the museum
walls and a grey floor, it was very difficult for our mono- was reached on several days, leading to long waiting
chrome vision system to distinguish between walls and lines. This tremendous success is certainly due to the
floors. A color vision and a higher dynamic range of the highly interactive character of the exhibition. Of the 330
cameras would certainly be desirable for our robot. exhibits 52 were interactive, the most spectacular ones

Especially children liked interacting with the robot. being robots. The overall exhibition�s media presence
Surprisingly enough, the robot could understand the chil- was remarkable with 18 independent broadcasts in tele-
dren�s high voices and sometimes not fluently spoken vison (not counting reruns) and 11 in the radio, in addi-
phrases. They even hugged the robot, albeit under close tion to an uncountable number of newspaper articles.
supervision of the staff, without being afraid of breaking Taking media presence as an important indicator for suc-
something, and, much more important, being afraid of cessful and well recognized work, our project was indeed
being hurt by such a massive chunk of moving metal. quite successful: to our knowledge HERMES was fea-
Adults, on the other hand, faced the robot with all due tured to a larger extent at least 6 times in TV, twice in
respect. radio and 18 times in newspaper articles (most of them

Some people pushed the robot�s emergency button during the two weeks after the exhibition�s opening).
that was clearly visible in the back of the robot, and
expected something to happen. Since the emergency but-
ton only disconnects the motors from the power but not
the computers, a lengthy reboot procedure was not re-
quired. The staff just had to pull up the emergency button
again to restart the robot. We know now that the state of
the emergency button should be monitored by the robot in
order to react adequately to such a situation.

The funniest interaction for most of the visitors and
the staff alike resulted from touching the tactile bumpers
placed around the robot�s undercarriage. The robot was
programmed to stop moving and to say �Ouch�. This
simple �emotion� made most of the people smile, and
kept them touching the bumpers more than once. On the

6 Summary and Conclusions
HERMES, an experimental robot of anthropomorphic size
and shape, interacts dependably with people and their
common living environment. It has shown robust and
safe behavior with novice users, e.g., at trade fairs, televi-
sion studios, at various demonstrations in our institute
environment, and in a long-term experiment carried out at
an exhibition and in a museum�s office area. The robot is
basically constructed from readily available motor mod-
ules with standardized and viable mechanical and electri-
cal interfaces. Due to its modular structure the robot is
easy to maintain, which is essential for system depend-
ability. A simple but powerful skill-based system archi-



     

tecture is the basis for software dependability. It inte-
grates visual, tactile and auditory sensing and various
motor skills without relying on quantitatively exact mod-
els or accurate calibration. Actively controlling the sensi-
tivities of the CCD cameras makes the robot�s vision
system robust with respect to varying lighting conditions
(albeit not as robust as the human vision system). Conse-
quently, safe navigation and manipulation, even under
uncontrolled and sometimes difficult lighting conditions,
were realized. A touch-sensitive skin currently covers
only the undercarriage, but is in principle applicable to
most parts of the robot�s surface. HERMES understands
spoken natural language speaker-independently, and can,
therefore, be commanded by untrained humans.

In summary, HERMES can see, hear, speak, and feel,
as well as move about, localize itself, build maps and
manipulate various objects. In its dialogues and other
interactions with humans it appears intelligent, coopera-
tive and friendly. In a long-term test (6 months) at a mu-
seum it chatted with visitors in natural language in Ger-
man, English and French, answered questions and per-
formed services as requested by them.

Although HERMES is not as competent as the robots
we know from science fiction movies, the combination of
all before-mentioned characteristics makes it rather
unique among today�s real robots. As noted in the intro-
duction, today�s robots are mostly strong with respect to
a single functionality, e.g., navigation or manipulation.
Our results illustrate that many functionalities can be inte-
grated within one single robot through a unifying situa-
tion-oriented behavior-based system architecture. We also
believe that our simple design strategies, such as modu-
larity, calibration-free control and truly human-like inter-
action, would enable other researchers, too, to build simi-
larly dependable robots. Our results suggest that testing a
robot in various environmental settings, both short- and
long- term, with non-experts having different needs and
different intellectual, cultural and social backgrounds, is
enormously beneficial for learning the lessons that will
eventually enable us to build dependable personal robots.
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Abstract

Blacky has been tested in exhibition-like contests,
more precisely, in two trade fairs and one competi-
tion event. Presently, its main task is as tour-guide
and entertainment, making an special emphasis in
artificial intelligence techniques for human-robot in-
teraction capabilities, a crucial point for robot ac-
ceptance by humans. The robot has really worked in
long-term experiments, where system integration and
safety issues have been taken into account. The nav-
igation algorithms, as well as the lessons learnt, are
described in the paper, focussing on robot movements
in an indoor, populated, complex and low structured
environment. The market point of view is also anal-
ysed with the help of an exhibition organizer.

1 Project goals

The main goals of this work are threefold:

• To design a mobile robot able to operate in com-
plex environments, guaranteeing real working
and safety.

• To implement an artificial intelligence reasoning
system added to the robot to give a feeling of
intelligence, both in dialogues and in robot con-
sciousness of the situation.

• To have at the end of the project a local demon-
stration at UPM-DISAM laboratories running
frequently at scheduled times. Meanwhile, tests
are being done at real fairs and exhibitions.

Principal uses of the robot are:

• Tour-guiding: the user can select a programmed
tour or ask for a customized one. In both cases
the robot decomposes the problem in reaching
specific targets.

• Tele-visit: a remote user can have a feeling of
the exhibition site navigating through the robot.
He/she can ask for high level tour-guiding com-
mands, or tele-operate the robot.

• Entertainment: people present at the exhibition
site can enjoy the behavior of the robot while
it moves around without a predefined task to
do. This point is extremely important, because
it provides an additional reason to be commer-
cially feasible.

2 Description of the robotic system

2.1 The mobile robot

A MRV4 platform from Denning Branch, Inc. was
used for the experiments. It is 70cm diameter and
140cm tall, having a ring of 24 sonars. The 3 wheel
synchro-drive system is equipped with optical incre-
mental encoders, and no heading movement is possi-
ble. Communication with the drive system and the
sonars hardware is performed through an ISA card
inside the on board Pentium II PC. Radio Link is
used for wireless Ethernet connection.

Figure 1: Blacky, the robot

The platform also has a horizontal rotating laser
called LaserNav, communicated with the on-board
PC through a serial port. It can detect, measure the
angle and identify up to 32 different bar coded pas-
sive targets. The laser target landmarks are located
at the height of the sensor (120 cm), so they are
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frequently obstructed by people. Auto-amplifying
loudspeakers are also used on Blacky’s top for voice
synthesis. Additionally, the cover of the LaserNav
is provided with funny eyes and mouth, as well as a
pirate hat that completes its personality.

2.2 The navigation system

Robot navigation architecture is composed of two
levels. A low-level controller serves as interface to
the robot hardware, providing collision avoidance.
Several reactive behaviors implementing simple pat-
terns of movements are used by a supervisory system
to carry out high level tasks.

Additionally, a virtual corridor map, combined with
simulated perception and an extended Kalman filter
(EKF) for localisation, are used to overcome the lack
of perception. The main components of the naviga-
tion system are:

• The no collision low level controller, which is
in charge of collision avoidance, being able to
reduce the speed and to stop the robot, if neces-
sary. It also includes dead reckoning and control
loop timing.

• The reactive behaviors, that use the low level
controller to command movements to the robot,
depending on both the robot position and the
incoming readings from proximity sensors. The
implemented behaviors are follow corridor, go to
point, escape from minimum, border by the right
or the left and intelligent escape, although only
two of them are actually being applied at exhi-
bitions: follow corridor which moves the robot
along a corridor towards a defined direction, and
intelligent escape, used for making oral presenta-
tions, that tries to emulate intelligent movement
achieved by humans, while speaking to crowds.

• The virtual corridors model that is used to cope
with the big forbidden areas that the robot is
not able to percieve. This model constraints
robot’s movement within these corridors. Since
the robot cannot sense the virtual corridor, sen-
sor readings must be simulated so that reactive
algorithms can be applied. A good robot po-
sition estimation is needed to achieve a good
performance.

• The task planner, which defines plans in a sim-
ilar way to directions given to humans: walk
along this corridor in this direction, take this
other corridor in this direction, etc. The execu-
tion of the plan is accomplished by the supervi-
sory control.

• The localization module, based on encoders and
LaserNav measures, due to the poor behaviour

of sonars for this subtask. A continuous localiza-
tion algorithm is provided, rather than an abso-
lute one. The applied EKF requires the manual
introduction of an initial rough position and ori-
entation.

2.3 The control architecture

The adopted control architecture corresponds to a
hybrid scheme reactive/hierarchical:

• The low level controller for collision avoidance
is typical of the Subsumption architecture.

• Reactive behaviors running in parallel with con-
tinuous localization is typical of layered reactive
control.

• The supervisory control which monitors reactive
behaviors and takes into account the informa-
tion of the virtual map, is the hierarchical com-
ponent of the architecture.

• The use of a virtual map is an addition to this
system architecture.

• Voice synthesis is an actuator at both reactive
(to ask for free way) and high levels (making
oral presentations and guided tours).

Figure 2: Architecture scheme

Asynchronous multithread control is used for mod-
ules coordination and synchronization.

2.4 Voice interaction

Robot moves autonomously in a populated public
environment while it interacts with the people via
voice, being human-robot interaction a key point.
Acceptance of the robot by present people is crucial,
and is achieved by means of using speech synthesis



and a nice face. People needs a point to look at, and
a way to communicate with the robot (microphone,
keyboard, touch screen, etc).

An on board laptop computer was used for voice syn-
thesis, using IBM ViaVoice. Pre-defined codes for
greetings, welcome, self presentations, goodbye, etc.,
produce a random selection of predefined sentences.
Furthermore, voice synthesis is proved to be an ef-
fective aid for navigation. Ask for free way codes are
used by the supervisory control with different levels
such as polite, insistent or insulting. Oral presenta-
tions based on text files can be synchronized with
movement. Presentations are automatically inter-
rupted to ask for free way, resulting in a high degree
of intelligence and autonomy appearance.

2.5 System integration

The system has a distributed architecture in which
efficient communication between computers is ex-
tremely important. Different operating systems co-
exist, while different software modules interact. The
remote user can use his/her own PC without any
modification, typically with Windows operating sys-
tem, Internet connection and a web browser. This
user connects him/herself to the system through its
Internet Server Provider (ISP). The local part of the
system is a set of PCs acting as web server, and an
Ethernet radio link. The mobile part is composed
of a mobile platform with two PCs (one with Linux
operating system and other with Windows). The
control PC is connected to the local area network
via an antenna.

3 Exhibition sites

The kind of sites in which the robot operates are
indoor environments of relatively high complexity:
rooms, corridors, stands, objects, panels with text,
people moving around, etc. The main features that
the robot design must cope with are:

• Walls, not always vertical and with right-ended
corners. Inclined walls must be foreseen in the
collision avoidance system.

• Different type of floors that affect the locomo-
tion system, such as of wood, floor tile, or car-
pet, as well as with slipperiness, slight inclina-
tion and roughness. Corridor limits are defined
by thin plastic or metallic pieces (difficult to be
detected by robot sensors), or just a change in
floor color.

• Ceiling, that can be used to place landmarks,
may vary its height from what is normal in a
home or office to what is more usually found in

castles or pavilions, where signs, security cam-
eras and light focus are hanged from it.

• Stands, that are normally built of vertical poles
that support an upper structure for signs. Front
sides are usually open, while back ones use to be
closed with walls (panels). Nevertheless this is
not a rule to be strictly followed, since stands
with no walls and no poles may be found, and
stand limits can be defined following any strat-
egy such as a different color of the floor carpet.

• It is also usual to have stairs in an indoor envi-
ronment, a kind of obstacle that is not usually
seen by 2D sensors and must be taken into ac-
count to avoid robot collisions.

• Illumination especially affects vision navigation
systems. Artificial (structured) light is the most
convenient one, since it guarantees homogeneous
illumination, but it is also usual to have incom-
ing sun light through windows.

• It is frequent to find in exhibitions objects of dif-
ferent sizes and heights placed around corridors
and stands, that may not be always correctly
mapped by the sensors.

• Crowded environments of people implies high
sound level and influences the robot’s movement
often blocking its path and originating an im-
portant problem to navigation efficiency.

Figure 3: Lack of structure in a fair

Thus, trade fair and exhibition-like environments
present several perception problems which produce
that perception, map building or localization are not
feasible with only proximity sensors information.



On one hand, attractiveness of the robot invite peo-
ple to surround it, making it impossible to percieve
around. Sonars beam divergence and the relatively
low number of them, implies that very few people are
necessary to block completely the sight of the robot.
This problem could be partially solved with the use
of othet kind of proximity sensors such as laser range
finders.

On the other hand, stands of a trade fair rarely
have physical walls, as appears in conventional fair
maps, being usually built of aluminum structures
with sometimes steps on the floor, a platform, floor
colors, hanged posters, furniture, fences, etc, as com-
mented above. None of these items are visible to
the robot proximity sensors, becoming an important
problem. Furthermor, manual definition of their ex-
istence is not practical at all, since stands are dy-
namically reconfigured.

An extra problem is that the huge dimensions of the
typical environments locates navigational reference
objects (e.g. the back wall of a stand) out of the
sensors range. Coastal planning is not a suitable so-
lution as all the invisible objects are close to the pos-
sible references. Automatic occupancy map building
is not possible at all, and manual map building is not
practical either, using only proximity sensors.

4 Experiments and discussion

Blacky the robot, has worked successfully in actual
environments on 3 occasions, accumulating 2 weeks
of intensive use:

• INDUMATICA: it is a trade fair organised an-
nually by UPM students, in which companies
pay to have a stand and present their job of-
fers. Public are both students and professors.
In March 2001, Blacky made its public presen-
tation during 1 week.

• CYBERTECH: it is a robot contest organised
by UPM, in which students present their pro-
totypes and compete. In April 2001 Blacky en-
tertained UPM students for 2 days, while they
were attending the exhibition.

• Madrid for the Science: it is a trade fair or-
ganised annually at IFEMA, in which universi-
ties and research centres present their activities
to the youngest. In May 2001, Blacky interact
during 3 days, for first time with normal cit-
izens, mainly children attending the fair with
their parents.

In order to run the system, some adaptation to the
exhibition sites were necessary:

Figure 4: INDUMATICA fair

Figure 5: CYBERTECH contest

Figure 6: Madrid for Science fair



• A computing area with Internet access was used
for the host computer. This area was located
at UPM-DISAM stand, near to the place where
the robot was navigating. A wireless link trans-
mitted Ethernet signal to the robot.

• A small corner reachable by the robot was re-
served for robot’s batteries recharging.

• A set of artificial landmarks were strategically
distributed along the site. Scientific exhibition
organizers are usually open to modify the envi-
ronment without any restriction.

Exhibition-like sites are appropriated places to test
robot navigation algorithms. Autonomy is demon-
strated by reaching the desired target, localizing it-
self in a complex low-structured indoor environment,
where objects are moved continuously, while avoiding
dynamic obstacles. Experiments demonstrated that
the low level controller ability of avoiding collisions
was extremely useful for crowded environments.

Simple reactive behaviors with voice synthesis assis-
tance was a good solution for traveling along fair
corridors. Humans reaction to robots requirements
for free were clearing of the way, getting bored after
robot AI based reasoning system insisted for some
time. Adults reacted leaving space for the robot
while children intentionally blocked it’s path or sat
on the floor in front of it.

The combination of virtual corridors maps with the
perception simulation were a good solution to the
some of the fair environment previously commented.

The localisation system worked acceptably, although
it failed in several occasions, being the most critical
part of this work. The use of EKF produces lost of
geometric information that should be reconsidered.
The size of the environment is also a problem for
landmark placing and mapping.

System integration has also been addressed in or-
der to achieve a robust platform, and to guarantee
safety. Real work in events provides more useful con-
clusions than laboratory tests. Furthermore, techni-
cal problems with the robot brought important con-
tributions. One person was in charge of supervising
the robot while it was moving, acting as interme-
diate for dialogues, and startup and shutdown the
robot when batteries needed to be recharged.

Only one time he had to press the emergency stop
button on-board the robot due to a localisation error
combined with a lack of perception. Multithread and
distributed software implementation run robustly.
Neither system hanged nor communication problems
appeared.

Face orientation was more important than it seemed
a priori, since it determines robot’s intention of
movement direction. Speech synthesis might be used
combined with smooth movements of the robot indi-
cating also its intention, although this may be com-
pletely ignored especially by the youngest visitors
who see this experience as a game. The friendliness
and personality of Blacky gained high attention.

The robot is also an excellent advertisement distrib-
utor. People always obey robot orders so they will be
delighted to take any letter, paper or advertisement
over it under robot’s instructions.

5 Future working lines

5.1 Perception

Future research is being focused in increasing percep-
tion habilities through the use of new sensors with
three dimension peception capabilities. Robot opera-
tion needs sensors for navigation, environment mod-
eling, localization, security and remote operation:

• Navigation: proximity sensors such as ul-
trasounds and infrared, already supplied by
the robot, are enough for obstacle avoidance.
RangeFinder lasers may also be used for this
reason, providing more accuracy.

• Environment modeling: proximity sensors are
also needed for any kind of map (geometric or
occupancy grid based).

• Localization: this is one of the most impor-
tant issues in robot navigation. Many sensors
are available for this purpose, and sensor fusion
is a good option. Among them, we can men-
tion: odometry, electronic compasses, rotatory
lasers for detecting reflecting landmarks, color
and b/w cameras for signs and marks in walls
and ceilings, RangeFinder lasers for walls and
reflecting beacons, proximity sensors, global po-
sitioning systems, and magnetic sensors for re-
setting position when passing through certain
areas.

• Security: trade fair environments have high
complexity. In case of failure of the navigation
sensors, sensor redundancy must be supplied for
emergency stop. Different sensors must be used:
proximity sensors (infrared or RangeFinder) for
detecting the presence of floor, stairs, very low
objects, and objects hanging from the wall or
ceiling. Guide following marks on the floor could
also be used for detecting working area limits.
Special sensors such as temperature, smoke and
intruder detection sensors, could also be used in



the case of reusing the robot for other applica-
tions such as vigilance.

• Remote operation: on-board cameras may be
used for transmitting on-site images to the re-
mote user. Different possibilities are available:
color cameras, omnidirectional cameras, or fixed
cameras on the walls.

5.2 Navigation

Research must focus on automatic artificial and nat-
ural landmarks identification and mapping. Land-
marks like lines in the middle of the corridors are
considered to be conceptually more correct, so the
robot can always be able to see them. Possible errors
are eliminated, as reference line placing is immediate
and mapping can be done automatically.

Present technologies for navigation should be re-
designed in the case of changing the navigation phi-
losophy. The virtual corridors based approach could
be a good solution, provided that it is complemented
with additional information. Present navigation is-
sues must take into account all information provided
by both the sensors readings and the exhibitor orga-
nizers (maps).

In the first case, the robot can use its perception
capabilities to autonomously map the environment
(for the regions in which this is possible). In the sec-
ond case, exhibition companies use to design a CAD
map of the environment with the stands distribution.
This one is usually a qualitative map that could also
be obtained by visual inspection.

Nowadays our work focusses on using fuzzy logic and
a probability/possibility Kalman filter to fuse and
manage both kind of information, by using geometric
and topological approaches.

It is also interesting to expand the interaction abili-
ties of the robot as a main goal to the overall success
of the system. Head orientation and facial expres-
sion capabilities are considered important for future
developments.

5.3 Exploitation

From the point of view of CACSA, an organizer of
Science exhibitions company, trade fairs mean a new
field of application for mobile robots. This company
considers this kind of robots of high impact factor
from the market point of view. These robots are
also a good way to introduce new communication
technologies in daily life, allowing tele-presence.

Several additional uses of the robot, proposed by
CACSA are vigilance, cleaning or lost children local-
ization. Furthermore, they agree that benefits from
the robot can be obtained through the different users
of the system:

• The remote visitor can pay for a special ticket
to visit remotely the exhibition. Visitors could
be normal citizens attending a leisure fair, or
business people attending a commercial one.

• The robot is an exhibit of itself, so the exhibi-
tion organizer could use the robot as an added
service (as power source, light, phone line, In-
ternet connection, etc) for its clients. The robot
should be programmed in such a case to guide
visitors to those companies that have paid this
extra service.
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Abstract

This paper presents the genesis of the Expo.02 robot. RoboX
the tour guide robot has been built from the scratch for this
project based on the experience of the Autonomous Systems
Lab. The production of 11 of those machines has been guar-
anteed by a spin-off of the lab: BlueBotics SA. The goal was
to maximize the autonomy and interactivity of the mobile
platform while ensuring high robustness, reliability and per-
formance. The result is an interactive moving machine which
can operate in human environments and interact by seeing
humans, talking to and looking at them, showing icons and
asking them to answer its questions. Here, the complete de-
sign of mechanics, electronics and software is presented
first, followed by the statistics about the first two month of
operation.

1. Introduction

Within the Expo.02, the Swiss National Exhibition, the Ro-
botics exhibition takes place in Neuchâtel, where the main
thematic is nature and artifice. Robotics is intended to show
the increasing closeness between man and machine. For this
the visitors interact with ten autonomous, freely navigating
tour guide robots, which present the exhibit going from in-
dustrial robotics to cyborgs on a surface of about 320 m2.

The task of a tour guide robot is to be able to move around
autonomously in the environment, to acquire the attention of
the visitors and to interact with them efficiently in order to
fulfill its main goal: give the visitors the pre-defined tour.
The environment is known and accessible, but a general ap-
proach requiring no environmental changes is better suited
for a commercial purpose. For the same reason a fully-auton-
omous and self-contained robot is preferable. Furthermore
such a machine is required to have a long live cycle and a
high mean time between failure (MTBF), which minimizes
the need of human supervision and therefore the mainte-
nance costs.

2. Related Work

The tour-guide robot task can be subdivided in two sepa-
rate issues, which are navigation and interaction.

Navigation: A limited number of researchers have demon-
strated autonomous navigation in exhibitions or museums
[5], [12], [14], [8] and [15]. Furthermore, most of these sys-
tems have still some limitations in their navigation approach-

es. For instance Rhino [5] and Minerva [14] have shown their
strengths in museums for one week, 19 kilometers and two
weeks, 44 kilometers respectively. However, their naviga-
tion has two major drawbacks: it relies on off-board resourc-
es, and due to the use of raw range data for localization and
mapping it is sensible to environmental dynamics. Sage [12],
Chips, Sweetlips, Joe and Adam [15], use a completely dif-
ferent approach for permanent installations in museums: the
environment is changed by adding artificial landmarks to lo-
calize the robot. This approach performed well, as shown
with a total of more than half a year of operation and 323 ki-
lometers for Sage [12] and a total of more than 3 years and
600 kilometers for Chips, Sweetlips, Joe and Adam [15].
However their movements, but for Adam, are limited to a
predefined set of unidirectional safe routes in order to simpli-
fy both localization and path-planning. Another permanent
installation which is operating since March 2000, is present-
ed in [8]. Three self-contained mobile robots navigate in a re-
stricted and very well structured area. Localization uses
segment features and a heuristic scheme for matching and
pose estimation. Another exhibition where Pygmalion, a ful-
ly autonomous self-contained robot was accessible on the
web during one week [1] has shown its positive characteris-
tics but, due to the unimodal characteristic of the used Ex-
tended Kalman Filter, the robot can still lose track if
unmodeled events take place.

Interaction: Human-centered and social interactive robotics
is a comparatively young field in mobile robotic research.
However, several experiences where untrained people and
robots meet are available. The analysis of the first public
space experience with Rhino [5] underlines the importance to
improve human-robot interfaces in order to ease the accep-
tance of robots by the visitors. In [14] Minerva attracted vis-
itors and gave tours in a museum. It was equipped with a face
and used an emotional state machine with four states to im-
prove interaction. The Mobot Museum Robot Series [12] and
[15] focused on the interaction. Robustness and reliability
were identified as an important point for the credibility of a
public robot. The permanent installation at the Deutsches
Museum für Kommunikation in Berlin [8], uses three robots
which have the task to welcome visitors, offer them exhibi-
tion-related information and to entertain them.

The system presented here is designed to offer enhanced
interactivity with complete autonomous navigation in a com-
pletely self-contained robot and without requiring changes of
the environment. Furthermore it is intended to work perma-
nently with minimal supervision.

Design and System Integration for the Expo.02 Robot
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3. Design and System Integration

The typical environment of an exhibit, which is highly dy-
namic, and the visitor experience expected with such a robot
impose various constraints on the design and control. This
leads to a specification of the mobile platform that can be
summarized as follows:

• Highly reliable and fully autonomous navigation in
unmodified human-environments crowded with hun-
dreds of humans.

• Bidirectional multi-modal interaction based on speech
(English, German, French and Italian), facial expres-
sions and face tracking, icons (LED matrix), input but-
tons and robot motion. 

• Safety for humans, objects and the robot itself at all
time.

• Minimal human intervention and simple supervision.

The esthetic of the robot has been designed in collaboration
with artists, industrial designers and scenographers. The re-
sult of the design of both hardware and software is RoboX:
a mobile robot platform ready for the real world (figure 1).

Given the above mentioned specifications the mechanical,
electronic and software design are now presented.

3.1 Mechanical Design

The navigation base (lower part of the robot) consists
mainly in the batteries, the CompactPCI rack with two con-
trol computers, the laser range sensors (two SICKs LMS-
200), the bumpers and the differential drive actuators with
harmonic drives. The base (figure 2) has an octagonal shape
with two actuated wheels on a central axis and two castor
wheels. In order to guarantee good ground contact of the
drive wheels, one of the castor wheels is mounted on a spring
suspension. This gives an excellent manoeuvrability and sta-
bility to the 1.65 m height robot.

The upper part of the robot incorporates the interaction
modules. The face includes two eyes with two independently
actuated pan-tilt units and two mechanically coupled eye-
brows. The left eye is equipped with a color camera, which
is used for face tracking. The right eye integrates a LED ma-
trix for displaying symbols and icons. The eyebrows further
underline eyes expressions by means of a rotational move-
ment. Behind the face, a gray scale camera pointing to the
ceiling is mounted for localization purpose.

The main input device for establishing a bidirectional com-
munication with the humans are four buttons which allow
the visitors to reply to questions the robot asked. The robot
can further be equipped with a directional microphone ma-
trix for speech recognition even though this remains very
challenging in the very noisy environment of an exhibition.

3.2 Electronic Design

The control system (figure 3) has been designed very care-
fully by keeping in mind that the safety of the humans and
the robot has to be guaranteed at all time. It is composed of
a CompactPCI rack containing an Intel Pentium III card and
a Motorola PowerPC 750 card. The latter is connected by the
PCI backplane to an analogue/digital I/O card, a Bt848-
based frame grabber, an encoder IP module and a high band-
width RS-422 IP module. Furthermore a Microchip PIC pro-
cessor is used as redundant security system for the PowerPC
card (figure 3).

The navigation software runs on the hard real-time operat-
ing system XO/2 [4] installed on the PowerPC. This proces-
sor has direct access to the camera looking at the ceiling, the
two SICK sensors, the tactile plates and the main drive mo-
tors. It communicates with the interaction PC through Ether-
net via an on-board hub.

The interaction software is running under Windows 2000
on an industrial PC. This allows using commercial off-the-
shelf (COTS) software for speech synthesis and recognition,
and makes scenario development easier. The PC has direct
access to the eye camera, the eyes and eyebrows controller,
the input buttons, the two loudspeakers and the microphone.

The robot (both CPUs) is connected by a radio Ethernet to
an external computer only for supervision, in order to track
its status at any time on a graphical interface.

Face tracking
Led matrix
Eye movements

Speech out
(Speakers)

Buttons

Design

Speech in
(Microphone)

Obst. avoidance
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Feat. extraction
Localization

Tactile sensors
CompactPCI
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Figure 1: a) Functionality of the tour guide robot RoboX.
b) An image of RoboX 9.
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Figure 2: Mechanical design of RoboX base.
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3.3 Software Design

As explained in the section above, the robot is composed
of both an Intel Pentium and a Motorola PowerPC systems.
The software has been firstly designed without taking into
account this fact based on the functionality which was to be
developed. However, as soon as the implementation started,
the objects have been assigned to one of the two distributed
systems. For hardware related objects (mainly sensor driv-
ers) the choice was obvious. For the others, their relevance
to safety has been evaluated: due to the hard real-time char-
acteristics of XO/2, all the time-critical objects in relation
with the security have been implemented on the PowerPC.
Objects requiring COTS components have been implement-
ed on the Windows machine because of their wider availabil-
ity (f.e. MBrola for speech out, small FireWire camera in the
eye for the face tracking, ...).

The resulting object distribution is represented in figure 4.
In the following part of this section each component of
figure 4 is briefly presented starting with the interaction sys-
tem followed by the navigation. A complete description of
the interaction of RoboX can be found in [10]. Its navigation
system is presented in [3].

Interaction

Scenario Controller: It is the central object of the interac-
tion subsystem, which accesses all the other objects. A sce-
nario is a sequence of tasks from all modalities (speech, face
expression, motion, LED matrix, etc.). A sophisticated tour-
guide scenario consists of several small scenarios which are
played by the scenario controller.

People detection: It permits to detect movements of objects
around the robot by means of the laser scanners. By assum-
ing a static environment, these moving objects are either hu-
mans or other robots. The moving objects are then tracked by
means of a Kalman Filter.

Speech Out: By using software permitting either text-to-
phonemes-to-speech or directly text-to-speech, this object
permits the robot to talk in four languages (English, German,
French and Italian). Furthermore files of format wav and
mp3 can be played.

Buttons Controller: This controls the main input device for
the interaction between the robot and the humans. Four in-
ductive buttons with different colors are used in combination
to questions from the speech out to close the interaction loop
with the robot.

LED Matrix: The LED matrix is in the right eye. Its control-
ler permit to show icons and animations.

Eyes Controller: The eyes can be moved independently.
The controller has a set of predefined expressions, which can
be directly played.

Face Tracking: The color camera in the left eye is used to
track skin colored regions. The approach is based on [9].
This permits, in combination with the eyes controller, to
track a face on the image and with the movement of the eyes.

Navigation

Odometry Driver: Calculates the position and uncertainty of
the robot based on the wheels rotations.

Speed Controller: Regulates the speed defined by the obsta-
cle avoidance with a PID controller accessing the encoders
and updates the odometry.

Localization: Uses a new approach [2] based on an Extend-
ed Kalman Filter [6] to correct the odometry with exterocep-
tive sensors (laser scanners, CCD camera).

Obstacle Avoidance: Calculates a collision free path by ini-
tializing the path with a NF1 function [11] and using the
Elastic Band approach [13] to dynamically adapt it. Further-
more it guarantees that the robot can stop before collision at
any time with the Dynamic Window approach [7].
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Figure 3: Simple scheme of the electrical design
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Multirobot Planner: Synchronizes the movement of the ro-
bots to avoid to have many robots at the same place.

Global Planner: Plans the navigation of the robot on the
map level, by defining via points which permit to reach the
goal point within the graph representing the map.

Security Controller: Guarantees that the robot cannot be-
come dangerous even in case of failure by supervising the
safety-critical software and sensors. Due to the importance
of this issue for a robot sharing the environment with hu-
mans, the next section presents the security system in details.

4. Security

In this section the involvement of the security issue in the
design of the whole system is pointed out in more details.

All the software which relates to the movement of the ro-
bot is defined as safety critical. In order to guarantee the se-
curity of both the users and the robot itself, safety is on three
levels: the operating system, the software implementation
and the redundancy of the hardware.

4.1 Operating System

All navigation software is implemented on the PowerPC
which is operated by XO/2, a deadline driven hard real-time
operating system [4]. Due to its characteristics XO/2 guaran-
tees:
• Safety: nothing bad happens.
• Progress: the right thing do (eventually) happen.
• Security: things happens under proper supervision.

Static safety is guaranteed by the strong-typing character-
istic of Oberon-2, the language used under XO/2. Many er-
rors are already found at compile-time instead of run-time.
Furthermore, index-checks, dynamic type systems and espe-
cially the real-time compatible garbage collector guarantee
dynamic safety by forbidding almost any memory-manage-
ment related errors.

The deadline driven scheduler is in charge of progress: it
guarantees that each task is executed within the predefined
deadline. Of course this is possible only if the constellation
of the tasks running on the PowerPC requires less than 100%
of CPU. For this, the duration of each tasks has to be known.
Admission tests are performed at each installation of a new
real-time task to guarantee their feasibility. As soon as the
progress of all real-time tasks is guaranteed, the CPU is
scheduled between the non-real-time tasks depending on
their priorities.

Each error causes a system trap which is under complete
control of the operating system. The system knows exactly
where the error toke place (which line in the code), who
called this part of the code up to the task currently running.
This is very helpful for debugging, but it is even more impor-
tant for security because for each task an exception handler
can be defined. The actions which have to take place in such
a case can therefore be properly defined.

4.2 Software Security

Tasks whose failure could cause injuries to objects or peo-

ple required a special attention during design. Software
watchdogs are therefore implemented for the speed control-
ler, the obstacle avoidance and the bumpers driver
(figure 4). Failure of one of these tasks is detected by the se-
curity controller which then either restarts the failed task or
stops the robot and sends an e-mail to the maintenance. This
permit to centralize the control of the security and to ask to
a single object if a defect is disturbing the system. Further-
more the security controller generates a watchdog signal on
a digital output permitting to know if both the operating sys-
tem and the security controller are still running.

4.3 Hardware Redundancy

The above mentioned software permits to have a consistent
control system running on the PowerPC. However, this isn’t
enough to guarantee the security of the robot and its neigh-
borhood. Even in case of failure of the electronics or prob-
lems on the operating system of the PowerPC the robot must
remain un-dangerous. For this the robot has a third proces-
sor: a Microchip PIC (figure 3). The software running on it
checks the watchdog generated by the security controller,
awaits acknowledgements from the security for each bumper
contact and controls that the pre-defined maximal speed is
never exceeded. If one of these conditions is not respected
the redundant security software running on the PIC safely
stops the whole system and set it in emergency mode (acous-
tic alarm).

5. Experiments

At the time of writing 64 days of operation, from May 14
to July 17, are available for statistics. Each day from six to
ten freely navigating tour-guide robots have given tours for
10.5 hours, from 9:30am to 8:00pm, on the surface of the ex-
hibit which is approximately 320 m2.

5.1 Definitions

Failure: A failure is any kind of problem which required a
human intervention. The only exception is for the emergency
button, which can be pressed and released also by visitors,
and, due to logging difficulties, for situations where the ro-
bot remains blocked somewhere because it is to near to an
object. In the latter case the staff can displace the robot by a
switch which de-connects the motors from the amplifiers
and allows to move the 115 kilograms robot easily.

Uncritical: Uncritical failures are those which does not stop
the task of the robot. For example, a failure consisting in a
robot which stops sending an image to the supervisor is not
critical for the tour the robot is giving to the visitors.

Critical: Critical failures stop the robot until the human in-
tervention is performed. An example is the failure of the sce-
nario controller or of the obstacle avoidance.

Reboot: Critical failures requiring a reboot of either the Pen-
tium or the PowerPC are treated separately only because
they require more time before operation.



5.2 Results

After 64 days of operation the robots served more than
283’000 visitors for a total of 5’290 hours of operation. In or-
der to do this job, they travelled more than 1’250 kilometers
for a total moving time of more than 3’730 hours meaning
that the mean displacement speed is 0.094 meters per sec-
ond. As it can be seen in table 1, the uncritical failures rep-
resent only a small portion of the total amount of failures
(10.9%). Furthermore they do not disturb the operation of
the robot. They are therefore not treated in the following
analysis which will focus on the critical and reboot failures
of the whole robot first and then of the PowrePC.

As it can be seen in figure 5, the beginning of the exposi-
tion in the middle of May showed that some work was still
to be done. The software running on the PC was very unsta-
ble due especially to some errors in treating the list of the
tasks running into the scenario controller.

The mean time between failure (MTBF) of the whole robot
(PC, PowerPC and hardware) during the first week was less
than one hour (figure 6). This has been improved and is now
around seven hours, which means that during one day with
10 robots, the staff has to perform a total number of interven-
tions which is between 10 and 20. The type of interventions
goes from the simple double-click to restart an application
(typical intervention on the PC) to the change of an motor
amplifier (very rare, it happened four times until now, two of
them due to a motor defect). After the first three weeks, the

MTBF already doubled. Some errors were found after some
weeks of operation, some other come for the first time after
one month. The chance of having thousands hours of opera-
tion permits to improve the software and hardware to a level
which is simply un-achievable with smaller projects.

Another interesting chart is in figure 7, where all the criti-
cal failures coming from the navigation software (PowerPC)
are shown. During the first three weeks, errors in the safety-
critical tasks were treated by the security controller, but
could sometimes require a reboot in order to restart the
trapped task. This has been partly corrected allowing for
much faster intervention in case of failure. Critical failures in
figure 7 contains also error which have nothing to do with
the implementation. For example, failures of the localization
system are sometimes requiring human intervention. The
peak of 17 critical failures on day 50 in figure 7 is due to a
new person in the staff, which handled the robots without us-
ing the switch permitting to de-connect the motors from the
amplifiers. This caused huge errors in the odometry and
therefore some failures of the localization system. This is
also the cause of the loss of MTBF of the robot between day
43 and day 57 in the chart of figure 6.

Run time 5’293 h

Movement time 3’736 h

Travelled distance 1’259 km

Average speed 0.09 m/s

Failures (total / critical / uncritical) 2’097 / 1’869 / 228

Critical failures (PC / PPC / HW) 1’641 / 163 / 65

Visitors 283’319

Table 1: Two months of operation. After more than 5’000
hours of operation the RoboXes have travelled more than
1’250 kilometers and served more than 280’000 visitors.

Figure 5: Due to many delays in the development, the soft-
ware was still in the test phase at the beginning of the expo-
sition. The first four weeks represent a huge improvement in
the stability of the software, especially on the PC side.

Figure 6: The mean time between critical failure of any
kind (PC, PowerPC, hardware). The improvement has been
constant exponential during the first four weeks, where the
most important errors have been found. The current errors,
which are rare, are more difficult to find.

Figure 7: The critical failures of the PowerPC (navigation
system). Some of the critical errors require the reboot of the
PowerPC. The peak of day 50 is due to bad manipulations
of the robot by an untrained member of the staff.



The MTBF for the PowerPC (figure 8) was already at the
beginning of the exposition at another level with respect to
the rest of the software with values of 20 hours after one
week and between 50 and 60 in the last two weeks. Without
the day 50 problem the MTBF would be over 50 hours since
around day 40. This better result is due to the characteristics
of the XO/2 operating system which has been developed for
embedded systems focusing on the robustness and safety,
and due to the navigation software which is evolving since
more than four years at the Autonomous Systems Lab in
contrast to the interaction software which has been devel-
oped only for this application starting in late year 2000.

Hardware failures (figure 9) are due to some uncritical de-
sign errors at the beginning (design of doors), to some mo-
tor-amplifier problems and to the temperature which was up
to 35° in the exhibit between day 33 and day 40 (the SICKs
do not like this!). This also showed a lack of the security ap-
proach, which did not take into account a possible failure of
the laser scanners. When this occurred the obstacle avoid-
ance continued to receive the last available scan from the
driver causing a collision to the next object.

6. Conclusions and Outlook

This project represents a milestone in the field of mobile
robotics: for the first time tour-guide robots are produced (11
robots) and used for long time (five months) as real products
instead of prototypes as in former projects. The paper pre-
sents their characteristics first, then goes into details about
the mechanical, electrical and software design. The security
issue is faced seriously for ensuring security of the humans
and the robot itself all the time. In the experiments section
the results of the first 64 days of operation of the Robotics
exposition are presented and analyzed focusing on the
amount and type of failures which occurred to the robots.
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Figure 8: The MTBF during the first week was of about 20
hours. By neglecting the problem encountered during day
50, the MTBF would be over 50 hours starting from day 40.

Figure 9: Hardware problems also cause critical failures.
Four motor amplifiers have had some problems. The block
of errors between day 33 and day 40 is due to a very-good-
weather week with temperature up to 35° in the exhibit.



 

Abstract

 

This paper presents a navigation framework which ena-
bles multiple mobile robots to attain individual goals, co-
ordinate their actions and work safely and reliably in a
highly dynamic environment. We give an overview of the
framework architecture, its layering and the subsystems
reactive obstacle avoidance, local path planning, global
path planning, multi-robot planning and localization. The
latter receives particular attention as the localization
problem is a key issue for navigation in unmodified and
difficult environments. The framework permits a light-
weight implementation on a fully autonomous robot. This
is the result of a design effort striving for compact repre-
sentations and computational efficiency.

The experimental testbed is the ‘Robotics’ pavilion at the
Swiss National Exhibition Expo.02 where ten fully auton-
omous robots are interacting with more than half a mil-
lion visitors during a five-month period.

 

1. Introduction

 

Navigation responds to three questions: ‘where am I?’,
‘where am I going?’ and ‘how do I get there?’. A naviga-
tion framework has the task to offer the simplest possible
interface to these questions, hiding their complexity to the
user or the application layer.

At the inside, navigation deals with various constraints
on different time scales and levels of abstraction. A com-
mon approach to structure the problem is a three-layered
architecture which consists in a planning layer, an execu-
tion layer and a reactive behavior layer [6, 23] (figure 1).

• The 

 

planning layer

 

 decides how to achieve high-
level goals using a model of the environment. Typi-
cally, the model encodes the environment topology
in form of a graph or an occupancy grid. Planning
takes places under constraints of task-specific cost
functions and limited resources.

• The 

 

execution layer

 

 subdivides a plan into execut-
able subplans, activates and deactivates behaviors
and supervises their completion.

• The 

 

reactive behavior layer

 

 interfaces the robot’s
sensors and actuators. In mobile applications, it acts
as a position controller under constraints of a
dynamic environment, the robot shape, vehicle kine-
matics and dynamics.

Controls, abstracted sensor data and status information
flow vertically between layers. Typically, controls such as
plans and subplans are passed to lower levels and informa-
tion such as status codes and termination flags are passed
to higher levels. In case of failures in a layer (e.g. path
blocked), requests for revised controls are sent to higher
layers (e.g. replanned path). Time scale and abstraction in-
crease from bottom to top, model fidelity and real-time
concerns increase from top to bottom.

We adopt this three-layered architecture here as it ac-
commodates deliberative and reactive behaviors, allows
for constraint distribution over the layers and embodies an
intuitive way of increasing abstraction from bottom to top.
It is further suitable for many applications including ma-
nipulators and multiple robots [6, 23, 24].

The application we envisage are ten fully autonomous

environment

planning

execution

reactive
behavior

control

Figure 1. The layered navigation framework
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mobile robots deployed in a mass exhibition with up to 500
visitors per hour. Their tasks include tour giving, entertain-
ment and picture taking of visitors. They share the same
space and the same goals for the tours (e.g. showcases) and
operate in an unmodified environment. The paper presents
how the architecture was adapted to suit our needs, and the
choices we made for its components: obstacle avoidance,
local and global path planning, multi robot coordination
and localization.

 

2. The Navigation Framework

 

There are applications for mobile robots which require
high degrees of autonomy. A mass exhibition with ten mo-
bile robots is such a case. Today we (still) face limited
computational resources in embedded systems for real-
time. While radio-linked off-board hardware might be an
alternative for a single robot, it would result in prohibitive
bandwidth costs for multiple robots, if, for instance, raw
sensor data for localization were transmitted. System com-
plexity and reliability issue further confirm our intent for
fully autonomous robots and decentralized concepts.
Therefore, we look out for compact representations and
computational efficiency.

 

2.1 Environment Model

 

Our approach to environment modeling is feature-based
using geometric primitives such as lines, segments and
points (sometimes called landmarks). The environment to-
pology is encoded in a weighted directed graph with nodes
and edges between the nodes. Neither for global path plan-
ning nor for localization we use a free space model like oc-
cupancy grids. The advantage of this choice is compact-
ness: in indoor environments, a map of this type (features
plus graph) requires typically around 30 bytes per . Fur-
ther, scaling to 3d is polynomial, whereas grid maps scale
exponentially.

The graph has two types of nodes: 

 

station nodes

 

 and 

 

via
nodes

 

. Station nodes correspond to application-specific
-locations in space with a meaning. Examples

from Expo.02 include: showcase with industrial robot, tour
welcome point or location to trigger picture caption. Via
nodes have two tasks. First, they correspond to topology-
relevant locations like doors or corridor-crossings. There-
by the graph models the environment topology. Second, in
environments with large open spaces, they might further
provide topological redundancy by locations with favor-
able traversability. Favorable, for instance, with respect to
visitor flow criteria or other specific requirements from the
application.

The map further contains so called 

 

ghost points

 

. Ghost
points are -positions in the world reference frame
which act as invisible barriers. If the environment contains
forbidden areas undetectable for the robot’s sensors (e.g.
staircases, glass doors, exits, etc.) ghost points are used to
prevent the robot to go there by injecting them into the sen-
sor data as virtual readings (see also section 2.4 and [12]). 

The Expo.02 environment covers a surface of 315 
and has 17 places of interest for the robots

 

1

 

. The map con-
tains 44 segments on 44 lines, 17 station nodes, 37 via
nodes and 20 ghost points (figure 2). Its exact memory re-
quirement is 8 kbytes or 26 bytes per . The ghost points
(not shown in fig. 2) are at the entrance (bottom of fig. 2)
and the exit (top) of the circulation area. 

 

2.2 Global Path Planning

 

With a topological graph, global path planning becomes a
graph search problem for which a number of algorithms
exist. From simple depth-first search with fixed costs to
dynamic programming techniques and probabilistically
learned cost functions for edge-traversability [15]. Global
path planning in our case uses a priority-first search [22]
and costs assigned to edges and nodes [27]. In a single-ro-
bot context costs are fixed, for multi-robot planning the
costs of nodes are variable and depend on the distance to
other robots. In the multi-robot case, besides paths, goals
are shared as well, and must be negotiated among the ro-
bots. See section 2.5.

At Expo.02 we give visitors the opportunity to choose
their next station of a tour by themselves. This closes the

m2
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1. This number is subject to change as improvements with respect
to visitor flow and scenographical criteria are made.
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Figure 2. The Expo.02 map



 

first loop to the environment which is asynchronous and
has a cycle time in the order of 0.01 

 

Hz 

 

(figure 6). Path
planning in the graph of figure 2 is a matter of a few milli-
seconds in our implementation.

 

2.3 Command Queue

 

Paths from the global planner consist in a list of nodes. In
the execution layer, a command queue passes the list to the
behavior layer in a node-by-node manner. For via nodes it
actives a -position-only variant of the obstacle avoid-
ance, in case of the last list node, the full pose 
must be met. Near the last node in the list (typically a sta-
tion node), localization gets deactivated (10 

 

cm

 

 in our im-
plementation). This is because localization causes the ro-
bot pose estimates to be noisy such that for any position
controller the goal cannot be reached. The reached condi-
tion for via nodes is treated on this level. It is satisfied
when the robot enters a large disk around the node (2

 

 m

 

 in
our implementation).

 

2.4 Local Path Planning and Obstacle
Avoidance

 

For mobile robots, the primary role of the reactive layer is
that of a position controller. A number of constraints must
be accounted for on this level: vehicle shape, vehicle kine-
matics, vehicle dynamics and, of course, environment dy-
namics which in the case of a mass exhibition is extensive.
Since purely reactive obstacle avoidance methods usually
suffer from local minima problems, we divide the task into
a reactive and a path planning sub-layer [7, 21, 2].

For the reactive sub-layer we rely on the idea of the dy-
namic window approach (DWA) [11]. The method uses a
simple model of the vehicle dynamics (maximal accelera-
tion / deceleration) and can – with the appropriate exten-
sion [21, 2] – take into account an arbitrary robot shape. In
comparison to the original version of the DWA our ap-
proach differs in the following points:

• Working with differential drive robots, the objective
function trading off speed, heading and clearance are
calculated in the actuator phase space  instead
of the Cartesian -space. This models the accel-
eration limits of the vehicle physically more properly.

• As in [21] and [2], we account for polygonal robot
shapes. The robot shape is not hard-coded in our
implementation and can be specified at boot time.

• Instead of using the distance to collision as a clear-
ance measure, we use time to collision. This solves a
singularity when the robot is turning on the spot (any
collision would seem instantaneous because the dis-

tance travelled seems zero). It also means the robot
will choose more clearance when travelling at higher
speeds.

• Ghost points from the global map are taken into
account. After a global-to-local transform they are
injected as virtual sensor readings.

The dynamic window is part of the time- and safety-crit-
ical software of our robot. We therefore install this process
as a deadline-driven real time task with a 10 

 

Hz

 

 frequency.
Special attention was paid to optimize its execution time to
be short and predictable. For reasons similar to those men-
tioned in [21], we use a look-up table for the clearance
measure.

The second sub-layer is a path planner which operates lo-
cally as it relies on sensory data without memory. A mod-
ified elastic band [20] is employed which generates
smooth trajectories around obstacles (figure 3) and uses an
NF1 navigation function [17] for initialization. Although
the NF1 always yields topologically correct solutions
(within its scope and if a solution exists), it generates un-
smooth trajectories with the tendency to graze obstacles.
The initial plan, generated by the NF1, continuously
evolves towards a smoother curve.

Updates of the elastic band are implemented in a non-
time critical thread which runs at several Hz. As soon as
the elastic band “snaps”, replanning is initiated. At Ex-
po.02, this takes place typically in the order of 0.1 

 

Hz

 

.

For path planning and evolution of the elastic band, the
robot is assumed to be circular and heuristics are used to
ignore some sensor readings. This results in simplified and
speed-up implementations. The simplifications are accept-
able because the DWA ensures the dynamic, kinematic,
and geometrical constraints.

The modifications of the DWA and the elastic band are
described in more detail in [19]. At the lowest level finally,
the speed controller, also installed as a real-time task, runs
at a 1 

 

kHz 

 

frequency (figure 6).
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Figure 3. Two situations from Expo.02 which show how
the elastic band finds a smooth path around people. In a)
there are two robots virtually blown up with ghost points.
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2.5 Multi-Robot Planning

 

For multi-robot planning we distinguish goal coordination
and path coordination.

For the paths, environment dynamics from visitors is im-
portant. Visitors who play with a robot easily deviate the
vehicle from its path and provoke path collisions where at
planning time no collision had occurred. We therefore face
the problem of replanning paths for all robots on-the-fly.
This has to happen in real-time since we do not want the
robots to stop and wait each time we detect a path deviation
somewhere.

For this we employ a potential field approach where
graph nodes receive costs proportional to the distance to a
robot. Each robot assigns weights to those nodes which are
in its current plan. The resulting graph superimposes the
weights of all robots. Using this graph, the global planner
delivers cost-optimal paths that contain nodes which are
currently unused by other robots.

Theoretically, there is no guarantee on collision freeness
with potential fields. One can construct (pathological) sit-
uations where it is cheaper for two robots to use the same
node at the same time. More sophisticated methods [17]
can provide a guarantee but are computationally unfeasible
in our application. The advantage of this technique is its ef-
ficiency. It enables multiple robots to adapt their plans
quickly and requires a minimum of shared information: a
list of elements , with  being the node identifier
and  its weight – a matter of a few bytes. Regarding col-
lision freeness, a difficulty of the Expo.02 application – its
high degree of dynamics – turns out to be an advantage. A
population of robots that interacts with people so intensely
is continuously in motion. Even if congestions might oc-
cur, they do not persist since the distribution of weights is
in motion as well.

Coordination of the goals is necessary since a limited
number of shared goal locations is to be allocated to mul-
tiple robots. Path coordination cannot avoid that several ro-
bots choose simultaneously the same station node since ro-
bots with the same goal would, due to the lack of redun-
dancy, insist to go there regardless the costs.

To give visitors the choice of their next tour station the
robot makes a proposition which is based on the currently
unoccupied stations, the list of stations included in the tour
and the stations already visited. The selected station is then
reserved for this robot. More details on goal negotiation
and implications for visitor flow can be found in [16].

 

2.5.1 The Robot-Sees-Robot Problem

 

Multi-robot coordination so far presented, depends on the

knowledge of the robot positions. Even with a reliable and
accurate localization, this creates critical interdependen-
cies. Robots shall therefore be able to see each other on a
raw data level. This, however, is not straight-forward with
platforms of the same mechanical design which all mea-
sure at the same height since, at this height, the true vehicle
size will be underestimated from the sensor readings.

Our approach is to mount two retro-reflecting beacons
onto the vertical profiles in the blind zone between the two
Sick laser scanners (figure 7). The Sick LMS 200 sensors
provide an intensity signal which allows to easily extract
the reflector information. We then use ghost points to arti-
ficially create a virtual robot contour at the extracted re-
flector positions (see also figure 3). Thus, obstacle avoid-
ance provides an anytime fall-back solution.

 

2.6 Localization

 

Localizing a robot robustly in a mass exhibition environ-
ment is certainly a challenge. In former exhibition projects,
localization was based on off-board hardware [8, 26] or en-
vironment modifications [18]. In our earlier work we em-
ployed features and an extended Kalman filter (EKF) [3].
This is also the approach for the three museum robots de-
scribed in [13]. However, a robot doing (single-hypothe-
sis) pose tracking can loose its track as the inherent data as-
sociation problem is ignored. With our new localization
technique introduced in [1], we address the data associa-
tion problem and extend the conventional EKF localiza-
tion approach to a global localization technique.

Unlike POMDP or Markov approaches [8, 26] where lo-
cations

 

1

 

 are generated before they get evaluated by the ex-
teroceptive sensors (as a grid or as particles), our approach
to localization turns this process around: locations are gen-
erated as a direct consequence from sensory information.
Features tell us 

 

when

 

 and 

 

where

 

 to place a location hypoth-
esis. This allows to maintain always as many hypotheses as
necessary and as few as possible.

The technique for hypothesis generation is a constrained-
based search in an interpretation tree [14, 10, 9]. This tree
is spanned by all possible local-to-global associations, giv-
en a local map of observed features  and a
global map of model features . Further-
more, besides track formation, we present an algorithm for
track splitting under geometric constraints. It relies on the
same idea as hypothesis generation (search in an interpre-
tation tree), forming thus a consistent framework for global
EKF localization.

i wi,( ) i
wi

 

1. We use the terms 

 

location

 

, 

 

position

 

 and 

 

pose

 

 interchangeably.
They denote all the full  vehicle pose.x y θ, ,( )
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We briefly outline the approach

 

1

 

: The search space for
hypothesis generation is the space of all possible associa-
tions of the observed features  and the modeled features

. The search space has the structure of a tree with  lev-
els and  branches [14].  is the number of observed
features in ,  the number of modeled feature in . The
extra branch (called star branch) allows correct associa-
tions in the presence of outlier observations (false posi-
tives) and thus accounts for environment dynamics and
map errors. During tree traversal, statistically feasible

 

pairings

 

  are sought given all uncertainties
associated to the features. A pairing says that the observed
feature  and the modeled feature  denote the same
physical object in the environment (  is called an ‘inter-
pretation’ of ). Although the problem is of exponential
complexity, the geometric constraints reduce enormously
the space to be explored. The constraints can be classified
into two categories:

 

2.6.1 Location Independent Constraints

 

Unary constraint.

 

 We accept the pairing  if  and 
are of the same type, color, size or any other instrinsic
property. Examples:  and  are both -point fea-
tures, or the length of the observed segment  is smaller or
equal than the length of the modeled segment .

 

Binary constraint

 

. Given a valid pairing  we will ac-
cept the pairing  only if the two local features  and 
are compatible to the two global features  and . Exam-
ples:  and  are lines with the angle  between the
lines. Then, the pairing  is considered compatible if the
angle  is the same. With point features, for instance, the
distances -  and -  must correspond.

 

2.6.2 Location Dependent Constraints

 

The above tests do not involve the robot position . Once
this is known, a further class of constraints can be applied.

 

Visibility constraint.

 

 This constraint only applies to mod-
el features. It tests whether  is visible from the robot po-
sition . Example: lines or segments can always be seen
only from one side. If the robot is behind a wall, one of the
two lines modeling the wall is invisible. With sensor spe-
cific parameters, the visibility constraint rejects features
which are not detectable, for instance, because they are far-
er away than a maximal perception radius.

 

Rigidity constraint. 

 

A pairing  is considered compati-
ble if  and , transformed into the same coordinate sys-
tem given , coincide (are at the same position). This is
what happens in the matching step of any EKF localization
cycle. Usually,  is transformed into the frame of .

 

Extension constraint. 

 

A pairing  is considered com-
patible if  and , transformed into the same coordinate
system given , fully overlap. Example: an observed seg-
ment  must be fully contained in the transformed  seen
from the location .

These constraints allow to discard whole subspaces (sub-
trees) from the search each time when an incompatible
pairing is found at the root of such a subtree. With the un-
certainties associated to local and global features, all deci-
sions make use of the Mahalanobis distance on a signifi-
cance level .

Tree traversal is implemented as a recursive back-track-
ing search algorithm described in [9, 1]. The strategy is to
first find a minimal number of valid pairings with location
independent constraints such that a location estimate can
be determined in order to apply location dependent con-
straints, too. Each time when the algorithm reaches the bot-
tom of the tree, that is, the end of a branch where all ob-
served features  could have been assigned to a model fea-
ture  or to the star branch, we have a valid robot location
hypothesis. The pairings which support the hypothesis are
put together in a 

 

supporting set

 

 
 and thereby constitute a location

hypothesis . All hypotheses together form
the set of robot location hypothesis .

 

1. Please refer to [1] for a more complete presentation. 
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Figure 4. Hypothesis generation. Given the local maps in
a) and b), hypotheses are generated at locations where
the local map ‘fits’ into the global map. In a) there are 15
hypotheses (with their 95% error ellipse); the location is
ambiguous. In b) there is a single hypothesis; the robot is
instantaneously localized. ‘t’ denotes the execution time.
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2.6.3 Estimating the Robot Location from 
With the supporting set, the -pose of the robot is
not yet known. This is what the extended information filter
(EIF) does. Given a supporting set with all associated un-
certainties, it estimates the robot location and its covari-
ance in the least square sense. The difference between the
EIF and the EKF is that the former is the batch estimator
formulation of the latter (which is recursive). This is need-
ed, because, during hypothesis generation, there is no a pri-
ori knowledge on the robot location which formally means
that the state prediction covariance, usually called

, is infinite. With the EIF, this can be properly
expressed as  since covariance ma-
trices are represented in the information matrix form, that
is, by their inverse.

Figure 4 shows two examples of hypothesis generation in
the Expo.02 environment. With multiple discrete hypothe-
ses, to be localized is simply expressed as having a single
hypothesis. For line extraction we use the method de-
scribed in [4]. Extraction times are around 20 ms. Local-
ization cycle time is in the order of 10 Hz.

2.6.4 Multi-Hypothesis Tracking
The main reason for lost situations during tracking is incor-
rect data association. This occurs typically when there are
several statistically feasible pairing candidates for an ob-
servation. Choosing the closest one (the most widely ap-
plied strategy – called nearest neighbor standard filter),
leads to filter inconsistency and mostly to filter divergence
if it was the wrong one. Therefore, besides uncertainties in
the value of measurement, robust pose tracking must also
account for uncertainty in the origin of measurement [5].

We look for an algorithm which re-generates hypotheses
during tracking as soon as there is no guarantee anymore
that the correct association of an observation can be done.
This property has algorithm 2 in [1] which, given a predict-
ed location, a local and a global map, splits up into multiple
offspring hypotheses if statistical compatibility with sever-
al supporting sets can be established at that location. It has
the identical structure than the algorithm for hypothesis
generation but employs location dependent constraints
only and does not recur with a refined position estimation.
In this manner the algorithm finds all supporting sets in the
vicinity of the initially predicted location . 

After each hypothesis has been tracked, there are three
cases: (i) hypothesis confirmation, (ii) hypothesis rejection
and (iii) hypothesis splitting. Track rejection takes place
when the predicted location is not supported anymore by
location dependent constraints on the level . When track
splitting occurs, their locations get newly estimated and the
best one is taken. ‘Best’ in a goodness-of-fit sense, ex-
pressed by the joint Mahalanobis distance.

Figure 5 shows an experiment how the robot converges
towards the true location after a short trajectory. Note that
by geometry only (or geometric falsification respectively),
false tracks get rejected quickly. No free-space informa-
tion is needed. The execution times for tracking are around
10 ms per hypothesis.

Finally, figure 6 shows the resulting decomposition of the
architecture, the four control loops and their cycle times.
The DWA sublayer requires the position of the ghost
points which explains its connection to the environment
model. Localization can be seen as a behavior as it is
switched by the execution layer and connected to the ro-
bot’s sensors. It is however invisible since there is no direct
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connection to other components or behaviors. It acts in the
background continuously correcting the odometry. There-
by, all other framework components can consider odome-
try as being ‘perfect’. For multi-robot coordination, robots
are connected on the level of the planning layer.

3. Implementation

In view of the requirements from the Expo.02 application
and former experience in robot design and system integra-
tion in our lab, the decision was taken to construct a robot
from scratch. The outcome is shown in figure 7 and is de-
scribed in detail in [25]. For navigation, a PowerPC G3 at
380 MHz serves as main CPU running the deadline-driven
real-time operating system XO/2. The robot is fully auton-
omous and does not rely on off-board resources. The only
exception is a central server for multi-robot planning. The
approach described in section 2.5 does not require this at
all, but with the current implementation using HTTP,
opening a connection takes more time than data transmis-
sion itself. Using a central unit, the number of communica-
tions could have been minimized (see also [16]).

4. Operation Experience and
Discussion

From the opening of the exhibition on May 15th, 2002 un-
til July 17th, 2002, 283,319 persons visited the ‘Robotics’
exhibition (4427 per day, 422 per hour). Assuming an av-
erage visit duration of 15 minutes (typical for mass exhibi-
tions), around 105 persons share the 315  circulation
area with ten robots. In other words, the robots encounter
heavy environment dynamics, mostly benign but also hos-
tile (people who try to outwit the robots). The overall travel
distance during this period was 1,259 km. 

Safety. It was never observed that a robot was the cause
of a dangerous situation (e.g. with small children, elderly
or handicapped people). Collisions with visitors occur but
are typically provoked by the visitors themselves. The lack
of additional sensors close above floor (IR or ultrasonic),
like the robot in [8], is easily bearable with the combina-
tion of tactile plates and soft bumpers. Blocked-situations
due to bumper contact can also be handled by the interac-
tive part (robot expressing friendly menaces).

Reliability. The division of obstacle avoidance into a
purely reactive part with high model fidelity and a plan-
ning part with local scope is a powerful conjunction. Very
often, groups of visitors form a U-shaped obstacle or leave
only small ‘holes’ for passage. The robots have no difficul-
ty to escape from such situations, and due to the fact that
we account for Robox’ true octagonal shape, narrow pas-

sages are efficiently used (figure 3). Further, the elastic
band generates good-looking trajectories. The concept for
the robot-sees-robot problem works well in general. The
employed model however (blowing up a robot contour at
the detected reflector position) turned out to be an oversim-
plification in certain situations.

The reliability of localization was a surprise in view of
the environment dynamics and the fact that we use laser
data only. A fall-back solution with lamp features extract-
ed by a camera looking to the ceiling was prepared but nev-
er used. Lost situations do occur but are, so far observed,
mostly caused by people. Sometimes a lost situation is the
consequence of a failure of an other component or has an
unknown cause. Examples of the first type include staff
member and visitors who push or rotate the vehicle. Global
localization as described in section 2.6 is then very useful.
Often, the robot can be instantaneously relocalized within
all people, enabling it to resume the current operation. The
specific geometry of the Expo.02 environment is helpful
here since it contains few symmetries.

Besides the specific qualities of our approach described
so far, we believe that the use of geometric features for
navigation is also a very appropriate choice, particularly
for highly dynamic environments. During feature extrac-
tion, sensor readings are sought which satisfy a spatial
model assumption (from a line or a corner). Thereby, the
extraction process acts as a filter saying which reading is
to be taken for localization and which one is to be ignored.
This filter relies typically on sound regression techniques
and works independently on whether the robot is localized
or not (opposed to the ‘distance filter’ in [26]). A group of
people standing around the robot does not produce evi-
dence for the line extraction. Spurious segments, for exam-
ple on line-like objects carried by people, can occur and are
treated by the star-branch in the localization algorithm.

At the time of this writing, two functionalities are not yet

m2

Figure 7. RoboX, the robot built for Expo.02. It sports
two SICK LMS 200, a PowerPC G3 at 380 MHz and a
Pentium III at 700 MHz.



operational. Multi-hypothesis tracking (single-hypothesis
tracking is used instead) and path coordination. For multi-
robot planning, goal negotiation is running since July 1st,
2002. It avoids successfully that several robots choose the
same station nodes. Experiments with the algorithm for
path coordination have been done and were promising.
Multi-hypothesis tracking is also subject of ongoing work.
The objective is to be able to stay localized even in the sit-
uations described above (robot gets pushed or rotated).

5. Conclusions

The scale of the Expo.02 project is a unique opportunity to
validate techniques and to gather long-term experience on
various levels. All conclusions at this point are preliminary
as the exhibition continues until October 20th, 2002. The
framework presented in this workshop paper (the architec-
ture and the components), meets all initial requirements
very well. We described how the three-layered architecture
was adapted to our application and outlined the environ-
ment model, global path planning, local path planning, re-
active obstacle avoidance, multi-robot planning and local-
ization. Striving for compact representations and efficient
algorithms, we obtained light-weight implementations in
terms of memory requirements and computation times.
This allows Robox, the platform for Expo.02, to be a truly
autonomous robot in a truly challenging application.
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Abstract

In this paper we will regard the task of operating a
public mass exposition with several autonomous robots
at a time. This implies questions regarding human-robot
interaction, multi-robot control and interaction
management. To enable human-robot interaction while
guiding a tour we outline the SOUL environment. Multi-
robot and interaction management are regarded with
respect to visitor density and visitor flow. Concluding
we will present and discuss results from the Swiss
national exhibition Expo.02 in the time from 15.05.02 to
17.07.02, corresponding to 5293 hours of total robot
operation time up to date and in interaction with
283319 visitors.

1. Introduction

Public space experiences in recent years are proof of a
remarkable progress in mobile robotics. This enabled
the operation of a public mass exposition with ten
autonomous mobile robots at a time during the Swiss
national exhibition Expo.02.
Having several identical robots serving as tour-guide
and main attraction of an exposition during a five-month
period from 15.05.02 to 20.10.02 created a special
situation. Men and machine operating in the same space
make reliable and safe robot operation is mandatory.
Ten and a half-hours operation per day, seven days per
week over the exposition period imposed high demands
on robotics hardware. In addition to this, visitor flow
and fun factor of an exposition are important to
operators and financiers of a public mass exposition.
To meet these requirements, the interactive mobile tour-
guide RoboX has been recently developed by our lab.
Developing the interactive part for the exposition meant
always taking into account the demand for visitor flow
and entertainment. These criteria translate more or less
directly into guided tour and unconstrained interaction.
Our solution is embodied in the SOUL (Scenario Object
Utility Language) system [8] controlling guided tour
and interaction together.
The fact of having several robots at disposal makes
them easier and faster available for the visitors, but
requires a resource management for the exposition
space. The autonomous nature of our robot evokes the
question of centralized or distributed system
architecture, which we will regard later on.

Figure 1: RoboX interacting with people visiting
Expo.02.

Closely related with the multi-robot control, we try to
support the natural visitor flow direction from entry to
exit by constraining the displacement of the robot.
In general high visitor density and a rapid visitor flow
constrain interaction. Since these parameters are
external, we seek a system allowing for a maximum of
interaction under the current conditions.
Concluding we will evaluate these elements under real
world conditions based on experience gained at the
Expo.02.

2. Related work

We will look at mobile robot experiences in public
spaces, arguing that the mobility of the platform and the
direct presence of both human and robot render
interaction particularly interesting. We find the
importance of improving human robot interfaces [1], to
help visitors in interacting with mobile robots. Face and
emotional state machines were found useful elements
for tour-guide-robots [2]. The Mobot Museum Robot
Series [3,4] focused on the interaction. Robustness and
reliability was identified as an important part of a public
robot. Several experiences with the museum robots
showed further that the visitors do not always behave
cooperatively with the robot and switch between seeing
it as a simple machine or a tour-guide. Another
permanent installation is at the “Deutsches Museum für
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Kommunikation” in Berlin, where three robots welcome
the visitors and invite them to play with a ball [5].
Summarizing, we can state that the development of
public robots has to take into account the differences in
visitors’ behavior. First of all, the robot needs to sense
the presence of visitors in order to react appropriately.
We may distinguish if the robot is seeking an interaction
or if it is already giving a tour and interacting with
someone else [4]. It was further found that the time
visitors spend with the robot is not easily predictable or
controllable. Some visitors get bored after a couple of
minutes with the robot, others spent days with it. During
this time the visitors’ behavior changed from
collaborative to investigative interaction.

3. RoboX

During Expo.02, the time which visitors can spend with
RoboX is rather limited. We decided to use intuitive
means of communication in order to use this time as
efficiently as possible. The design of the robot should
use common features for communication, situating its
appearance somewhere between anthropomorphic and
machine. The face of RoboX is intended the source of
communication helping the visitors to feel more
comfortable when communicating with the robot.

Figure 2: Outline of RoboX elements and photo of
the first prototype.

Even though collaborative interaction will mainly take
place between one visitor and the robot, we anticipate
that a certain audience of other visitors will follow this
interaction. For good visibility we constructed RoboX
(figure 2) to be of approximately average visitor’s
height. Basically, the robot consists of a mobile base
with an interactive top, making the face easy to look at.
Two differentially driven wheels located at the center of
the robot allow on the spot turns. Two castor wheels,
one at its back and one, with a suspension at its front,
ensure the stability of the mobile base. Obstacle

avoidance and reliable localization [6] ensure that the
robot knows at all times its position and does not collide
with visitors or parts of the exposition.
As an additional means of security, touch sensitive
plates and foam bumpers ensure that the robot stops if
running into anything. Two SICK Laser scanners
mounted at knee height provide environmental
information for navigation and interaction. A camera
mounted in one of the robot’s eyes provides additional
information for the interaction.
Furthermore, the mobile base houses motor controllers,
batteries for 10h autonomy, a PowerPC 750 clocked at
400 MHz dedicated for navigation and obstacle
avoidance and a Pentium III running at 700 MHz, 128
MB RAM  on Windows 2000 for all interaction tasks.
Both computers can communicate with each other over
a 10 Mbit/sec local Ethernet and with a central
computer over wireless interfaces to allow monitoring
the state of the robot for security reasons. Technical
details are discussed in [7].

4. Interaction at Expo.02

Interaction of visitors with several robots in a public
exposition is a complex task. First of all we will present
how interaction between RoboX and a visitor is
realized. We will distinguish static and dynamic
elements, which help in making each tour of the robot
individual. By taking into account dynamic elements,
which we will precise later on we aim at giving the
robot an aura conscious of its environment.
Since RoboX is giving a tour it will stop at several
stations and supply information related to a certain part
of the exposition. With the several RoboXs running at
the same time we faced the problem of multi-robot
coordination to avoid having several robot s intending to
go at the same place at the same time.
Finally we will present how parameters like visitor flow
and visitor density are taken into account to provide the
most of interaction under the current conditions of the
exposition.

4.1 SOUL

We will briefly present SOUL, controlling interaction
on RoboX. It aims at combining elements of a guided
tour with human-robot interaction. The tour the robot is
giving presents a certain amount of information on
several parts of the exposition. They will change rarely
if ever, for the period of the exposition. Henceforth
static scenarios can easily represent this information. A
scenario is in the SOUL context the succession of robot
actions as speaking, moving and similar actions for a
limited amount of time.
Intelligent appearance can hardly be achieved by
repeating these scenarios over and over again. Therefore
we use methods of changing presentation and methods
of adaptive behavior to avoid repetition.
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Figure 3: Structure of the interactive system. The
supervisor is a separate computer allowing the
operator to monitor of the robot’s operation.
One way to avoid repetitive behavior is to provide
several alternatives of the text and actions presented.
Thus changing the method of presentation. The tools
available to the SOUL system for creating such
scenarios are exhibited in figure 3.
In addition to this permutation approach, we aimed at
having a robot responding to a couple of dynamic
events, which can occur during a tour. This changes its
behavior. Such events can be visitors are blocking the
robot or even hitting its bumpers. They are playing with
the buttons without being asked to or are pressing the
emergency button. The battery of the robot is low or
other. From the point of view of interaction one can see
these signals as a certain acceptance of the robot by the
visitor. From the point of view of a guided tour,
however they are exceptions and are treated by SOUL
as such. Technically SOUL will interrupt the current
scenario and execute a corresponding exception
scenario telling the visitor that it is aware of his actions,
before resuming the tour. RoboX will treat one
exception at a time.
4.1.1 SOUL sensors
RoboX is using several sensors and algorithms to
achieve awareness of its environment. Simple switches
detect events like visitors pressing the emergency
button, the interactive buttons or hitting the bumpers.
The obstacle avoidance provides information when
visitors are blocking the robot.
In addition the robot is aware of visitor presence in its
surrounding by means of face and motion tracking [8].
4.1.2 SOUL expression
There are three interfaces available to communicate
with the visitor. To express itself RoboX is using
synthesized speech in English, French, German and
Italian using Mbrola [9] and LAIPTTS [10].

Figure 4: Three facial expressions. From left to
right: happy, surprised, and angry.

The interactive buttons can be illuminated to indicate in
which mode they are in (language choice, yes/no, etc.).
For visitors the most expressive part remains the face
(figure 4) imitating several grimaces and by means of a
small LED display mounted in one of the eyes display
symbols and short animations.
4.1.3 Behavior component
Our aim was to create individual tours according to the
visitor’s action, until yet their action affected the tour
only shortly by starting the appropriate exception
scenario. With the behavior component presented in
[11] RoboX started to accumulate impressions during a
tour and to adapt its behavior accordingly.
Here we have to distinguish two main cases in which
RoboX uses the expressions. The first case happens to
emphasize or illustrate its speech and is controlled
directly by the scenario running. In the second case, the
expressions are more like the mirror of the subject’s
emotions. For the representation of this internal state we
chose the Arousal-Valence-Stance affect space [12],
because of its three dimensional representation which is
very intuitive to use. The robot current state is therefore
defined as a point in the three-dimensional AVS space
(see figure 5). In this space, six basic expressions
regions are defined as: sadness, disgust, joy, anger,
surprise and fear.
Also, we use the origin of the space as a reference
expression that can be considered as a calm state. Of
course, other expression regions can be defined in this
space. But, we decided to limit ourselves to those seven
regions in order not to overwhelm the visitor with many
reactions to subtle for our robot expressive capacities.

Figure 5: Representation of the six basic expressions
and the neutral expression in the AVS space.



Figure 6: Variation of pitch, rate and volume for the
standard expressions.

The internal state is mainly communicated using the
synthesized voice, face movements in some cases
symbols are shown on the LED screen. Figure 6 shows
how the internal state effects the synthesized voice.

4.2 Multi-robot coordination

Figure 7 exhibits the layout of the exposition.
Presentation stations are defined near particular objects
in the expositions. There are several places where robots
welcome visitors, thus tours can start simultaneously. At
the time of writing there are fifteen presentation stations
all over the exposition space. Finally there are goodbye
stations close to the exit.
Each station corresponds to one scenario in the SOUL
system, providing visitors with the necessary
explanatory or entertaining information. Tours can be
created by a succession of several presentation stations.
Two stations are except from the tours and are
permanently occupied with a dedicated robot. They
have tasks of taking pictures from the visitors and
presenting a slide show. In these cases the tour consists
of one station only.

Figure 7: Scheme of the 315 m2 exposition area with
the presentations stations shown.
Working with multiple robots makes resource allocation
an important point. In order to avoid having several
robots presenting the same object an assignment has to
be made at a certain moment.

a) b)

Figure 8: Communication structure a) without
central server, b) with central unit.

In the beginning we solved this problem by assigning
several stations exclusively to one tour which was
operated by one robot all day. The tours were designed
to have robots working spatially separated in order to
avoid collisions among robots.
With ten robots operating the exposition this was no
longer feasible, since it would result in tours of one or
two stations only and thus quasi-static mobile robots.
Improved obstacle avoidance allowed the robots to see
each other and to avoid collisions. This enabled a
dynamic assignment of stations to a robot for the
duration of its presentation. The station is released
thereafter and can be used by other robots.
This is modeled by a list of all stations and their state.
Stations are free until reserved by a robot. The robot can
chose among the free stations in order to avoid
deadlocks. Care has to be taken that robots decide
successively to avoid several robots choosing the same
goal.
Figure 8 shows two different communication
architectures for the assignment process. On the left side
communication takes place among the robots only. Even
though this uses only intelligence and information
present in the robots it requires a complex
communication. Each robot has to communicate with all
other robots and needs to monitor which robots are
currently active. Assuming N robots at hand all
reserving one station this results in N·(N-1)
communications.
By adding a central instance as shown in figure 8 b) this
number drops to N communications. We opted for this
solution since it results in a much easier and thus more
reliable communication scheme. Technically this global
instance could be run on one selected robot, so that the
group of robots still can be considered as an
autonomous system.
Multi-robot coordination in our case is based on local
decisions by each robot. When terminating a
presentation the robot will ask the state of all exposition
stations from the global instance. This request blocks
the global supervisor until the robot reserves a specific
station. The decision, which station to reserve is based
on the free stations, the list of stations included in this
tour and the stations already visited. The first free and
unvisited station in the tour list is reserved.



4.3 Visitor density and interaction

Expo.02 was considered a mass exposition with several
thousands visitors per day. During the preparation of
this project we anticipated up to 500 visitors per hour,
which assuming a 15 minutes stay inside the exposition
results in 125 visitors which are at the same time
enjoying the robots.
Visitor behavior can hardly be anticipated. To ensure a
functioning of the exposition even with a lot of visitors
on the hand and to provide intensive interaction when
viewer visitors are in the exposition, four exposition
modes were defined:
1. Wait for visitor: with few visitors, so that

robots wait for one to come close enough before
starting to talk and ask him which station he would
like to see.

2. Visitor’s choice: more visitors, so that the
robot can ask permanently whether the visitor
wants to go to a station without talking to no one.

3. Robot’s choice: even more visitors, so that
the robot will decide what is the next station and go
there without asking.

4. No move: too many visitors for the robot to
move, so that each robot will stay with one station
and present it permanently.

The exposition mode is defined manually by the staff. It
is included in the data provided by the global
supervisor, so every time the robot requests the state of
the exposition stations it receives an update of the state
and can adapt accordingly. Figure 9 shows how this is
taken into account by the SOUL system:

Figure 9: Structure of the SOUL sequence for a
typical presentation station.

Depending on the exposition mode the scenario starts
either with people tracking (wait for visitor), the
question “Do you want to see … ?” (visitor’s choice),
the robot moving to the station (robot’s choice) or
directly with the language choice (no move).
These blocks are executed successively except if the
visitor declines to go to a station. In this case SOUL
jumps directly to the reply block commenting in some
way the visitor’s decision.
The request from the global supervisor is executed
either after the reply block or after the presentation of a
station. It provides all empty stations at this time the
choice is made as explained in the paragraph above.
If no empty station is available and all empty station
already have been visited during this tour the robot can
not go on. Then it starts one of several stand-by
scenarios. These are presentations, which are not
located at a specified place in the exposition. The robot
talks about itself, sings or makes funny faces. Thus the
robot gains time during which a presentation station
may be released by another robot.
After the stand-by scenario the robot request once again
the exposition state to find a free presentation station. If
one is found the next scenario is run. Otherwise the
robot continues to play stand-by scenarios and to
request the global supervisor until either a presentation
station is available or it has run out of stand-by
scenarios. In the latter case the global supervisor will
give an alarm and the staff can interact. Starting the
robot with another tour may solve this problem.
To avoid having several robots giving the same
presentation a station remains blocked by one robot
until it starts moving on to the next station.

4.4 Visitor flow

We estimated the average visit to 15 minutes in order to
meet the visitor flow requirements. Previous test in our
lab [8] proved it difficult for the robot to make visitors
leave. In general their interest span is not directly
related to the duration of a tour.
Visitor flow is channeled by two factors. First of all the
number of stations the robot visits. The robot to visits S
stations before it executes the goodbye scenario, which
is located near the exit. By this proximity we aim at
encouraging visitors to leave. The goodbye scenario is
special in the way that it resets the list of stations visited
during a tour and sets the counter of stations visited
back to zero.
Throughout the exposition a tour will always lead
visitors closer to the exit. This eases navigation and
helps maintaining the visitor flow. Technically this is
realized by a list of possible next presentation stations.
Each presentation scenario is assigned an individual list,
containing only stations to support the direction of the
main visitor flow. When requesting exposition state
from the global supervisor the robot will seek only
stations which it has not yet visited and are closer to the
exit than it is currently.



5. Results

In the period from 15.05.02 to 17.07.02 an average
number of 4427 people were visiting the exposition
every day. The minimal number of visitors was one time
2299 the maximum achieved was 5473. The average
number results in a visitor flow of 422 persons per hour
on 315 m2 exposition space with up to ten robots in
operation. This corresponds to a load of 84.3% percent
of the planned maximal flow of 500 visitors. The
maximum flow corresponds to a load of 104%.

Figure 10: Map of exposition with 6 robots and laser
scanner data showing visitors and robots (circles).

The global supervisor system is operational since the
01.07.02. Until yet the exposition mode visitor’s choice
was active approximately 95% the mode robot’s choice
5% of the time. We experienced ten days with more
than 5000 visitors, even in this crowded environment
robots managed to move to their goal in a reasonable
time, so that the mode no move was never used. Up to
date the mode wait for visitor was never used, since the
robots are most of the times surrounded by interested
visitors anyway. Figure 10 shows a typical situation.
With currently three stand-by scenarios, alarms of a
robot running out of those scenarios occurred
approximately once a week. With two additional stand-
by scenarios we aim at reducing this rate further.
Visitors stay between 10 and 45 minutes with the
robots. We tried to control this by changing the tour
length from two to ten stations without noticing an
impact an the visitor’s stay. People just move on to the
next robot or even stay with the current one. Here
enhanced environmental information, like motion
information of the visitor or face recognition might help
creating more convincing scenarios. We found that
visitors quit a robot approximately after four stations,
which is the actual tour length. The average number of
visitors during the 17 days of operation of the global
supervisor rose slightly to 4576 per day. This makes it
hard to prove a quantitative effect on the visitor flow.
However, observation of the crowd shows that visitor
appreciated having the choice to go to a station. This
adds a little interactive element to the tour.

6. Conclusion

During over 5293 hours of operation, 283319 visitors
interacted with the robots in the time from 15.05.02 to
17.07.02. SOUL seems to provide an appealing
compromise of a guided tour and unconstrained
interaction. For the last two and a half weeks the
exposition was running with a multi-robot resource
control scheme taking into account the visitor density
and supporting visitor flow.
Quantitative parameters like visitor flow and density
meet the planning parameters. By enhancing
environmental perception aim at creating even more
convincing human-robot interaction.
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What’s new about robots as being part of interactive exhibitions is the preoccupation with
high technology used by non-experts, visitors, users and advertisers who want to create a
so-called «immersive» atmosphere surrounding the customer in a sensual and physical
way. Immersive surroundings are supposed to lead to an «intelligent space» which – by the
use of «smart technologies» – accommodates itself dynamically to the needs of its fitters.

For the simple reason that the required knowledge is to be found beyond the intersections
of the traditional disciplines it is obvious to put into action unconventional thinkers already
during the planning of such exhibitions.

Such reflections may have led to invite us, the members of the artists’ group BBM (Beo-
bachter der Bediener von Maschinen, Observers of Operators of Machines), more often in
the last years to contribute specific robotic solutions to bigger content based or thematic ex-
hibitions.

After 10 years of artistic work with machines and simple robotic systems we accepted a
commissioned work for the Thematic Area «Knowledge» at the World Exposition «Expo
2000» which took place in Hanover (Germany). In the course of two years and sheltered by
the umbrella organization «Centre for Media Arts, ZKM, Karlsruhe» we started an ex-
tremely complex-ridden experiment in «collective robotics» connecting 72 autonomous
media-robots in a swarm-like acting network. The most important thing in the scenography
of this momentous undertaking was not only the technical functioning, but the attempt to
pour the complex relations of a networked world into an easy to understand picture. Using
the available technologies of robotics and control we wanted to tell a plausible story of the
self-determined acting of autonomous entities in the world of information technology. For
this purpose and under the creative direction of BBM more than 30 designers, program-
mers, film makers and authors came together and developed a scenario which was then re-
alized by research institutes, mechanical engineers and suppliers of media-technology.
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Learning from the New Flow

In 1998 we successfully sold Expo 2000 a concept based on "autonomous robotics" that es-
tablished an anti-hierarchical system, the so-called "bottom-sideways" structure (top down
is classical management, bottom up means a complex situation management, still according
to hierarchies; a third approach invented by Sadie Plant focusses guerrilla-like rhizome
structures, the bottom-sideways model). 

However, the concept was later changed around by the Fraunhofer Institute, so that our
fundamental idea of a self-organising network became a Carousel with "artefacts" chained
to each other virtually, machines that permanently went round in a circle: the Theme Park
had firmly re-stated its identity as a Mega-Carousel.

Originally we were interested in the ambivalence of autonomy, of self-organisation and of
collectivity: these are leading concepts in social movements, but they are also used by en-
gineers when defining "navigating attitudes". One of the focal points for BBM, since 1997,
was the way so-called autonomous robots, using vehicles, in staged scenarios, interacted
positively or even aggressively with visitors, enjoying free movement throughout the avail-
able space, steered by sensors and software. A particularity of these machines is that they
are capable of co-operating with each other, and can thus combine into groups, or more pre-
cisely, they can simulate them. Moreover, they react to being "accosted". 

These are both typical situations in any public space where people gather together and
seek to establish contact. Because the machines and the visitors move around in the same
space, the analysis of attentiveness, and of visitors' flow-modes, plays a role of outstanding
importance in our work.

Ironically, or perhaps because of the in-grown tendency of our society towards ever great-
er specialisation - seen as an absolute prerequisite if you want to "stay in the market" - BBM
found itself able, using the above-mentioned know-how, to act as consultant to the manage-
ment of a Hypermarket every bit as effectively as the so-called emotioneering specialists
(emotion engineers), who think up ways of using space to measure and control the moods,
the buying attitudes and the vigilance of visitors.

Such posts are usually filled by "post-heroic" managers, the sort of people who planned
the media circus in the Gulf War, or who recruit workers during the build-up phase of a new
secret service section: all jobs that require much the same profile.

The filmmaker Harun Farocki collects material concerning this kind of activity, for a film
on shopping malls. In an interview for "Jungle World", he tells of a laboratory where they



 

test floor surfaces to find out which have the most favourable influence on buying behav-
iour. Now, "putting the brakes on the economy" has always been capitalism's biggest prob-
lem. Sure, we'll slow down ...some other time!

So, "slowing down" has to be scientifically organised. Carpets and flowerpots, acting as
slalom-posts, raise the likelihood of a sale. The watchword "get 'em moving" is what lies
behind the design of these semi-public places in the new Shopping-Cities. Farocki calls it
"science as the practice of magic". In view of the seamless interweaving of science and ur-
ban planning, are we not in the presence of the quintessence, the core, of a capitalistic or-
ganisation of space? Is this not magic, are these not the actions of charlatans, of modern sha-
mans?

This reminded us of the famous "gang map of Manhattan", an example architects invented
in the 70ies to illustrate complex urban traffic functions. it is two maps with identical plans,
air views of the Manhattan silhouettes, positioned congruent one on the other to compare
the lines that are drawn inside the silhouette: one is the official rectagonal plan where eve-
rything is organised according to the compass, the traffic law, the arithmetical language of
modern western city surveillance. "down the avenues" means not only helpful orientation
but as well being obedient, acting as a citoyen who likes to live in harmony with all demo-
cratic principles.

Totally different does the "gang map" look. the gang map emerged from the analysis of
thousands of interviews that social workers had with gang members about their daily social
lives as part of a 70ies integration procet. one of the topics they discussed with each of them
was how they managed to cross Manhattans different social areas without conflicting all
day long with the NYPD. So sociologist and urban planners together drew a plan noting
carefully each individual way through the rectangular jungle of official Manhattan. they
found gates of huge importance that non-gang inhabitants of the same quarters might not
even have notice even though passing them by every day: old rotten fence doors, vast build-
ing cellars which where connected with next blocks cellars by a hole that somebody brake
in the wall, backyards with stairways that could be "bridged" to the wall of the next yard by
using a piece of wood that will be hidden after the illegitimate crossing etc.

The most interesting result for those researchers was that after they noted all this passes
and tried to get them congruent with the official plan - there only were crosses on different
levels and no parallelity, exactly none of it.

This anecdotes, the experiences of that research we later tried to use as part of the Expo
concept.

Expo forced us to hand in a feasible solution of what they called a "visitor management":
we had to answer their questions how to "get 3000 people an hour through hall filled with



 

72 robots"? we voted for a concept with 72 total autonomous entities that where able to go
in any direction they like to go, that are able to flock and to catch up by accelerating if they
lost their group, and that they were allowed to change their group whenever "they liked" or
to form one big group out of two or three former groups. this was exactly the spontaneous
guerilla concept giving them all freedom a machine can get by being equipped with motor,
batteries, sensors and chips, programming them for all abilities of grouping and set them
into a totally open ambient in which they can react to the pressure they feel from visitors.
swarming is a survival system and our problem was to simulate mating and hunger, the big-
gest forces in nature.

Since we couldn’t make them "hungry" because detecting a power source that they could
drill in to fill their batteries was technically to complicated and since we couldn’t develop
a really neuronal network software because there where to many interferences security ad-
vices from the Expo we decided to rely on the visitors behaviour to get the "pressure" we
needed for the machine’s "reactions".

But this coincidated with two very serious contradictive decisions Expo took: they organ-
ized the "visitor flow" as powerful vectorial stream going straight through the exhibition.
one entrance, one exit, 10 minutes time and a merchandising shop on the one end of the hall.
second decision was to contract a company for the software development which is on the
one hand the biggest German research facility but on the other they never programmed an
autonomous machine before. they always build stationary industrial streets like in used in
steel factories etc. with lots of complicated details but all fixed to an installation.

So after half a year of heavy communication problems with them that they finally saw as
"linguistic" (they meant "philosophical") differences they decided to program a merry-go-
round with virtual tracks. again the official system couldn’t made congruent with the idea
of inscenating the subversive.

You can easily imagine the result: each time the visitors vector crossed the virtual circle
of the merry-go-round we had a chain reaction which ended up in a full stop of 72 machines.
their local abilities of decision and restarting where to small.

The philosophical difference was practical now: we always dreamt of a space where ma-
chines were in constant movement forming new patterns day by day and reflecting it by a
72 channel media network. the organisation always had nightmares about how they can suc-
cessfully stop the permanent traffic so that the visitors get a chance to survive Expo.

Why robotics for exhibition designers?

In my view technical engineering is the future of art and design. As far as technical pro-
ceedings determine the work of designers, art is going to be the tangible hope of shaping
and designing.

Technical engineering as material is going to equal to stone and colour. It thus transforms



 

inevitably and radically the idea of craft and design schools. It may sound like mere pre-
sumption but we think, that art will at best conquer the leading role once owned by the uni-
versal scholar. There are good reasons for this view. The starting-point is the synthetic re-
flection of disparate social and thus operational functions in terms of responsibility.

In a process of creation determined by the vertiginous rotations of the market, the profes-
sional outsiders, the artists are in a position to see «where, in the white room of technics,
one can find the concealed door that the engineer doesn’t find» (Peter Weibel). In other
words, the qualified designer operating within the limits of his discipline is not able to see
the exit of the fully covered chamber of traditional creation principles by which he might
leave his self-constructed professional prison.

Perhaps it is not a great step the artist can do, but the result will clearly differ from the
possible performances of an academic culture depending on economic guidelines.

Critical reflection is the condition of substantial creation. Without understanding and anal-
ysis of the conditions there is no forward-looking styling and design.

So, in the future science will be the agent of creation, just as Eros and Thanatos have in-
fluenced art for thousands of years, and as actual understanding of the basic needs has
shaped the design of commodities. The fusion of the three poles allows a new view on ge-
netic engineering and the continuation of alchemic handicraft work made by early universal
designers and proto-designers.

Nowadays the medieval basic idea of robotics to build an artificial homunculus is filled
with new content. It no longer aims at adjusting the space to the limited abilities of the body
but to adjust the body to the given conditions of the space. The Cyborg is the brilliant feat
to shift the scope of activity of the designer into the inside of the body. Robotics as ances-
tors of genetic engineering are endogenous design.

Under the circumstances of «biological power» (Foucault) interactivity means survival
training. 

It is the responsibility of designers to ensure that science is for the benefit of society. Sci-
ence has therefore to get rid of short-term orientation towards the pursuit of fast profit and
the fixation on total control.

Most thrillingly design takes on a substantial meaning in this context: a critical reflection
of socially pertinent motor activity resulting in the creation of reactions that are dedicated
to men. Its creations adopt utopian character and a concept of education that heeds perspec-
tive instead of moral intentions.

Since the fifties the interdisciplinary departments of science and art in the USA are work-
ing on the decisive project of robotics. In view of the technical possibility of human mech-
anization this research is oriented towards the potential of human independence. Here art-



 

ists are only employed as catalysts of the hard sciences or the engineers that are – not even
by using the most expensive tracking systems – not able to locate their concealed door.
Adopting the point of view that design must embrace a higher level of values there is a miss-
ing link in the fact that the tools do not get into the hands of those who want to change the
conditions of life into something that is worth to be mentioned.

Designers play an important part in this process. Their education should ensure that they
do not get stuck in quotations, nor stick to bygone styles or to a formal modernism.

It is important for them to learn to apply the «state of the art technology». We don’t talk
about «know-how» but about «use it!»

It is characteristic of recent and especially of «soft» technologies that they can solely be
«decontextualized» when used in an anarchist fashion.

It is a fact that the aesthetic and device-based metastasis of the so-called “information so-
ciety” absorbs more than 90% of the designers activity and force him to deal with inferior
exercises in the two-dimensional cultivation of surfaces. From our point of view it would
be very welcome to unmask this as mere mumbo jumbo of market strategists.

Design will be able to take on a relevant function within culture and society after having
redressed these deformities.

What is «interactive exhibition design»?

In February 2002 we were working with students in Kolding who were in their third and
fourth year of studying «Interaction Design». We tried to explain what a workshop in ro-
botics can achieve within three weeks. Here the focus was on the concept of «embedded
technology». We wanted to outline a realistic idea of potentialities and limits of the use of
technology.

We did by no means want to disappoint high hopes for the efficiency of contemporary
hard- and software but train the ability to use such technologies in order to tell a compre-
hensible story. We chose the topic «exhibition design».

Which components can be used to communicate a certain content?
What is feasible under the conditions of continuous operation and mass processing, both

characteristic for exhibitions using high technology?

We developed seven different scenarios, referring to potential claims of virtual customers.
This covered the whole range of banks, business enterprises, museums and NGOs.

We do not simply focus on the subject of narrative technique but consider as well prag-
matic demands concerning the guidance of visitors, the operationality and the so-called in-
teractivity.

We wanted the students to develop a prototype of the planned robotic project and, more-
over, a paper describing in words and pictures the complete scope of their idea and partic-



 

ular approach to the subject. We accepted printed products as well as webpages, but the stu-
dents were expected to elucidate their respective choice.

In addition to that the students were encouraged to document the work process on video
and then cut the material into a three-minute-film.

Thus several levels of media came into action. The students were not simply asked to
choose and develop a particular subject. Soon they realized that a workshop on robotics
confronts them from the start with the necessity to build well-working teams and that it is
not good enough to find kindred spirits but to split up the job in a professional way.

One particular question raises when a decision has to be made concerning the use of tech-
nology: Is there any chance for the visitor to realize that a technical installation in an exhi-
bition is running in an «intelligent» way? How can he detect that the installation depends
on his presence and conduct when spitting out data – but does not just spin around or drone
«stupidly»?

If a technical installation is supposed to arouse interest its application has to come as a sur-
prise. That is not a matter of its real electric or mechanical complexity but results from the
intelligent construction of the story it tells.

Apart from the obvious aspect of engineering (How does my control board work in the
«real world»? How does the set run beyond my computer?) the embedding of technology
has a social meaning. A narration with many odd words is being told. The future designer
therefore does not only have the traditional task to do the layout but becomes a translator
too.

In conjunction with the complexity of the necessary knowledge, responsibility grows for
an extended dimension of design. Design does not only contain a new model of cooperative
work or interdisciplinary work, as people once used to call it.

Whilst claiming that «interaction design» is not only a subordinate and dependent service
(design of surfaces) but a forward-looking educational qualification we are aware of accept-
ing the fact that the use of high technology is going to transform society.

Although the place of action called «exhibition» is often regarded as a children’s play-
ground of the «just-for-fun-society» the fact is still true that powerful institutions like sci-
entific, army and health research as well as the countless state-owned control organizations
are testing or recycling the required technology in exhibitions and leisure parks.

From this point of view the study of robotics in exhibitions seems to be «contagious» in
every respect.
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